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ABSTRACT

A fractional-step splitting scheme breaks the full Navier-Stokes equations
into explicit and implicit portions amenable to the calculus of variations.
Beginning with the functional forms of the Poisson and Helmholtz equations, we
substitute finite expansion series for the dependent variables and derive the
matrix equations for the unknown expansion coefficients. This method employs a
new splitting scheme which differs from conventional three-step (non-linear,
pressure, viscous) schemes. The non-linear step appears in the conventional,
explicit manner, the difference occurs in the pressure step. Instead of solving for
the pressure gradient using the non-linear velocity, we add the viscous portion of
the Navier-Stokes equation from the previous time step to the velocity before
solving for the pressure gradient. By combining this "predicted" pressure
gradient with the non-linear velocity in an explicit term, and the Crank-
Nicholson method for the viscous terms, we develop a Helmholtz equation for the

final velocity.

LIST OF SYMBOLS
a = value of non-homogeneous essential boundary condition
g = value of non-homogeneous natural boundary condition
A = cross-sectional area
dA = differential surface area vector

Bo = 23/12, coefficient used in Adams-Bashforth method




B; =—16/12, coefficient used in Adams-Bashforth method
B, = 5/12, coefficient used in Adams-Bashforth method
IE. = coefficients
(Csj)abe = coefficients
D, = Legendre collocation derivative of order n
D;; = derivative of expansion polynomial j evaluated at node i
ex, €y, €; = unit vectors in the direction of the co-ordinate axes
f = body force vector
E = total number of elements
M = moment vector
F = —-)2V™*!  also represents a force vector
J[P] = a functional depending on P
L = periodic length of domain
L2 = square-integrable function
Lx(x) = Legendre polynomial
it, jt, kt = the maximum number of nodes in the r, s, t directions
respectively
I, = a system of interpolating polynomials of order n
IP¢ = surface integral for side number p and element number e
§¢ = total surface integral for element number e
[J] = Jacobian matrix for the transformation between co-ordinate systems
n = surface unit normal vector
8 = surface unit tangent vector
R = position vector

p = pressure




pi(x) = infinite sequence of orthogonal functions

p(x), q(x), w(x) = functions in Sturm-Liouville equation
P = p/p + V-V, dynamic pressure

P, = a system of orthogonal polynomials of degree n

S = an infinite system of orthogonal polynomials

t = time

At = time-step size

{

t(n) = force per unit area on a surface with unit normal n

1; = discrete expansion coefficient for the infinite series P

i; = discrete expansion coefficient for the finite series .

V = velocity vector ;

V = velocity after the noninear step -
V = velocity after the explicit viscous step ;*, :
V= velocity after the pressure step 1 |

V = corrected velocity after the explicit viscous step
Vout = average outflow velocity cbrrection

U, V, W =x,y, z velocities respectively

w; = weight function, integral of the expansion polynomial over domain

X, ¥, z = coordinates in global or physical space

x; = partial derivative of the global co-ordinate x with respect to the local
co-ordinate r

1, s, t = coordinates in local or transformed space

rx = partial derivative of the local co-ordinate r with respect to the global
co-ordinate x

Greek and other Symbols
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a = constant in homogeneous boundary condition

B = constant in homogeneous boundary condition

v = coefficient in expansion polynomial relationships
0 = differential of a quantity

;5 = Kronecker delta

¥i(x) = a combination of Legendre polynomials

¢ = infinitesimal quantity

€ijx = alternating tensor

Q1 = domain under consideration

dQ = boundary of domain under consideration

1 = Quan
¢= v
A= 2/(vat)

A = eigenvalue in Sturm-Liouville equation

A = matrix of coefficients representing A in the expression Ax=Db
11 = matrix of coefficients representing b in the expression Ax=b
p = fluid density

g = stress tensor

o = element surface area

gij =1, j component of the stress tensor

X = moment arm

V = element volume

p = fluid viscosity

v = fluid kinematic viscosity

(= 'Cxex + (yey + (z€2, vorticity vector




Subscripts

o = initial value

o = free-stream value

e = element number

a = direction normal to the surface

s = direction tangential to the surface

ijk = co~ordinate system indices

in = value at inlet

out = value at outlet

wall = value at wall

xnyz = Streamwise, vertical, and spanwise values respectively, may also

refer to partial derivatives with respect to the global co-ordinates x, y, z
Superscripts |

n = time step number

e = element number

1,2,3,4,5,6 = element side numbers

INTRODUCTION

The new splitting scheme, developed by Wessel (1992), contains variations
on the original three-step splitting method proposed by Korczak and Patera
(1986). In the previous scheme, the non-linear, pressure, and viscous terms in the
incompressible Navier-Stokes equations appear in separate fractional steps. By
introducing intermediate velocities, solutions of these equations yield,
consecutively, a velocity field based on the non-linear, the pressure and non-
linear, and the viscous, pressure, and non-linear terms. The final step producing

the true velocity field.




The velocity field resulting from the non-linear step satisfies no boundary
conditions nor the incompressibility constraint. This velocity field supplies the
forcing function for the Poisson equation for pressure after applying the
divergence operator to the pressure step. The intermediate velocity contained in
the pressure step must satisfy the divergence free constraint, thus it vanishes
from the Poisson equation for pressure. Instead of solving a second-order Poisson
equation for pressure, a first-order equation for pressure gradient is solved using
methods from the calculus of variations—the velocily field follows directly from
the pressure step. Inviscid boundary conditions on velocity determine the
pressure boundary conditions; hence, errors of 0{at) occur near solid boundaries.
Finally, the viscous step employs a Crank-Nicholson scheme yielding 2 Helmholtz
equation with a forcing function determined by the velocity after the pressure
step. Once again a variational form of the governing second-order differential
equation reduces the order by one. The velocity must satisfy the full, viscous
boundary conditions; however, it does not satisfy the incompressibility
constraint.

The new method varies slightly from the old. Instead of solving for the
pressure gradient using the non-linear velocity, we include the viscous term from
the previous time step. Thus, the forcing function appearing in the Poisson
equation for pressure contains contributions from both non-linear and viscous
terms. The resulting pressure gradient is not solved for the velocity after the
pressure step; instead, it, along with the velocity from the non-linear step, and a
Crank-Nicholson method for the viscous terms, produce a Helmholtz equation for
the full velocity. The boundary conditions and solution procedure remain

identical to the original method. The boon comes from including the viscous




terms in the pressure gradient prediction, resulting in a quicker solution of the

pressure step.




CHAPTER I
SPECTRAL APPROXIMATION
1.1 Spectral Theory

The expansion of a function u in terms of an infinite sequence of
orthogonal functions {p;}, u = X}-m @;p;, underlies many numerical methods
of approximation. The most familiar approximation results apply to periodic
functions expanded in Fourier series. In this case, the i—th coefficient of the
expansion decays faster than any inverse power of i for smooth functions with
periodic derivatives. The rapid decay of the coefficients implies that the Fourier
series sruncated after a few terms represents a good approximation to the
function. This characteristic refers to the "spectral accuracy" of the Fourier
method.

Spectral accuracy for smooth bﬁt non-periodic functions occurs with the
proper choice of expansion functions. Not all orthogonal expansion functions
provide high accuracy; however, the eigenfunctions of a singular Sturm-Liouville
operator allow spectral accuracy in the expansion of any smooth function, with
no & priozi restriztion on the boundary behavinr.

The expansion in terms of an orthogonal system introduces a linear
transformation between u and the sequence of its expansion coefficients {u},
called the finite transform of u between physical space and spectral space. Since
the expansion coefficients depend on all the values of u in physical space, they
rarely get computed exactly; instead, a finite number of approximate expansion
coefficients result from using the values of u at a finite number of selected
points—the nodes. This procedure defines a discrete transform between the set of

values of u at the nodes and the set of approximate, or discrete coefficients.




With a proper choice of nodes and expansion functions, the finite series defined
by the discrete transform represents the interpolation of u at the nodes.
Maintaining spectral accuracy when replacing the finite transform with the
discrete transform allows use of the interpolation series instead of the truncated
series in approximating functions.
1.2 Sturm-Liouville Problems

The importance of Sturm-Liouville problems for spectral methods lies in the
fact that the spectral approximation of the solution of a differential problem
often occurs as a finite expansion of eigenfunctions of a suitable Sturm-Licuville
problem. The general form of the Sturm-Liouville problem satisfies

—%x(p%%) +qu= Awu in Q€ (=1,1). (1.2.1)

The real-valued functions, p(x), q(x), and w(x), must behave properly: p(x)
must be continuously differentiable, strictly positive in (—1,1) and continuous at
x=21; q(x) must be continuous, non-negative and bounded in (-1,1); the
weight function w(x) must be continuous, non-negative and integrable over
(-1,1). The Sturm-Liouville problems of interest in spectral methods allow the
expansion of an infinitely smooth function in terms of their eigenfunciions while
guaranteeing spectral accuracy.
1.3 Orthogonal Systems of Polynomials

Consider the expansion of a function in terms of a system of orthogonal
polynomials of degree less than or equal to n, denoted by P,. Assume
{Px}x=0,1... Tepresents a system of algebraic polynomials (with degree of px=k)
mutually orthogonal over the interval (—1,1) with respect to a weight function

w(x). The orthogonality condition requires

f_ipk(x)Pm(X)W(x)dx = (0 whenever m¢# k. (1.3.2)




The formal serics of a square-integrable function, ueL*—1,1){, in terms of the

system {,.} appears as

o
Su = k)}oﬁxpk(x), (1.3.3)

when the expansion coefficients 1y satisfy

= shye :u(x)pk(x)w(x)dx. (1.3.4)
For an integer n>0, the truncated series of u of order n appears as
Pou= kgoﬁkpk(x)' (1.3.5)
1.4 Gauss-Lobatto Quadratures and Discrete Polynomial Transforms
Expanding any u(x)eL?(—1,1) in terms of the coefficients iy, called the
continuous ezpansion, depends on the known function u(x). With u(x) is not
known a priori, a discrete expansion for u(x)—which depends on the values at the
nodes—must suffice.
A close relation exists between orthogonal polynomials and Gauss-Lobatto
integration formulas on the interval [-1,1]. Let xo,...,xn equal the roots of the
(n+1)—th orthogonal polynomial pn.; audlet wy,...,ws, equal the solution of

the linear system given by
1
,i’:o(x,-)kwl- = [ xw(x)dx 0¢k <, (14.1)
iz -
where w(x) equals the weight function associated with the Sturm-Liouville

problem, w;>0 for j=0,...n, and

n 1
Zoplxi)w; = f Plx)w(x)dx, (1.4.2)
hold for all p€Pgn.;. The positive numbers w; are called "weights" (see Canuto

et. al.(1988) for proof). This version of Gauss integration produces roots,

$1dentifying the function u(x) as "square integrable” on the given domain
requires [lu(x)}2dx < .

10




corresponding to the collocation points, which appear in the interior of (—1,1).
Since boundary conditions require one or both end points, a generalized Gauss
integration formula must include these points.

The Gauss-Lobatto formula considers

q(x) = pnu(x) + apa(x) + bpa-(x), (1.4.3)
with a and b chosen so that q(—1)=q(1)=0. For a given weight function
w(x) and corresponding sequence of orthogonal polynomials pyx, k=0, 1, 2,...
we denote by Xp,...,xn the nodes of the n+1 point integration formula of
Gauss-Lobatto type, and by wy,...,wn the corresponding weights.

In a collocation method the fundamental representation of a smooth
function u on (--1,1) appear in terms of its values at the discrete Gauss-
Lobatto points. Approximate derivatives of the function occur by analytic
derivatives of the interpolating polynoxﬁia.l. The interpolating polynomial,
denoted by I,u, belongs in the set P, and satisfies

Inu(x;) = u(xj) 0<j<m. (1.4.4)
Since (1.4.4) represents a polynomial of degree n, it admits an expression given

by

n
Inu = kijoﬁkpk(x). (1.4.5)
Since the interpolating polynomial must satisfy the function exactly at the nodes,

we get

n
u(xj) = ¥ fupu(x;), (1.4.6)
where iy equal the discrete polynomial or ezpansion coefficients of u. The

inverse relationship satisfies

I
u =—1‘)-'k g u(x;)px(x;)w;, (1.4.7)

11




where the coefficients 7 equal

= j>‘§° pe (xj)w;. (1.4.8)
Equations (1.4.6) and (1.4.7) enabling transforms between physical space
{u(x;)} and spectral space {fix} are called the discrete polynomial transforms
associated with the weights wy,...,w, and the nodes xq,...,x5.
1.5 Legendre Polynomials
A collection of the essential features of Legendre polynomials appears
below. The Legendre polynomials {Li(x), k = 0, 1,...,} equal the eigenfunctions
of the singular Sturm-Liouville problem given by
d{a-xA%Lu(x)] + k(k + 1)Lu(x) = 0, (1.5.1)
which equals (1.1.1) with p(x)=1-x% q(x)=0 and w(x)=1. By normalizing
Li(x) sothat Ly(1)=1, the Legendre polynomials satisfy
Li(x) = Eili! g;k (x?-1)* (15.2)
and represent the solution to (1.5.1) with boundary conditions (1.5.5). These

polynomials also satisfy the recurrence relation, expressed as

Lin(x) = 22 xLa(x) - 5y Lia(x), (1.5.3)
where Lg¢(x)=1 and Lj(x)=x,
|Li(x)] <1, -1<x<1, (1.5.4)
Li(21) = (£1), (1.5.5)
IL/e@)] < gk(k+1), ~1<x<l, (1.5.6)
L7y(+1) = (+1)* gk(k + 1), (1.5.7)
and f 1 Lé(x)dx = (k + %)", (1.5.8)

along with the property that Ly(x) is evenif k is even, and odd if k is odd.

The continuous expansion of any ueL*(—1,1) in ter.as of the Legendre

12




polynomials appears as
u(x) = éo txLi(x). (1.5.9)
Multiplying both sides by L;j(x) and integrating from x=—1 to x=1, gives
S u(x)Li(x)dx = éo S L)L), (1.5.10)
where w(x)=1 according to (1.3.2). Using the orthogonal properties of the

Legendre polynomials and (1.5.8) gives

1ot '
y=G+pf u(x)Li(x)dx. (1.5.11)
The Legendre polynomials may appear directly as the expansion functions of

(1.5.9) or as a combination of Legendre polynomials which satisfy

Pi(xi) = &, (1.5.12)
where (x) equals
— 2
Yilx) = n(n+I;Ln(xj) ,(Cl — x),- q La(x). (1.5.13)

This later form allows simpler implementation. The nodes {x;}, j=1,...,0~1,
equal the zeros of %Ln(x), with xo=—1, and xp,=1. The quadrature weights,

shown in (1.4.2), satisfy

n 1
Z bilxi)we = f 1 Yi(x)w(x)dx. (1.5.14)
Since the Legendre polynomials correspond to w(x)=1, and the expansion

plynomials satisfy the relation ¥j(xx)=06;, (1.5.14) reduces to

n 1
Z b= f ¥i(x)dx (1.5.15)

or

1
wi= [  ilx)dx. (1.5.16)
Inserting the expression for the expansion polynomial, (1.5.13), gives after

integration
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2 1
¥ = 8@ 7 DLy T 0on (1.5.17)

for the quadrature weights. The normalization factors 7y, introduced in (1.4.8)

for the general Sturm-Liouville problem, equal

"= (k+%)", for k<n (1.5.18)
and o = 2/n. (1.5.19)
for the specific polynomials given in (1.5.13).
1.6 Differentiation Using Legendre Polynomials

Differentiation may occur in either spectral space or physical space.

Differentiation i .+ _cral space consists of computing the Legendre expansion of
the derivative of a function in terms of the Legendre expansion of the function

itself. For example, if u(x)=I%-o dxLi(x), g% can be represented as

®
sdu_du_ kgogi(ﬁk)m(x), (1.6.1)
where
d - v -
Tk = (2k + 1) pgkﬂup, p+k odd. (1.6.2)

The proof of (1.6.2) begins with a relation between Legendre polynomials and
their derivatives:

(2k + 1)Li(x) = SLiu(x) - SLea(x), k20. (1.6.3)
Substituting this expression for Ly(x) into (1.6.1) gives

T00= 2, TG Bl
® P
-3 She/dxd g, (x) (1.6.4)

which upon changing the limits of the summation gives

o -~
daax) = 3 Gheildx r )

® diy, , fdx
——kg_lﬁ“—_;_l-g——gi-h(x). (1.6.5)

Combining both terms gives

14




4 u(x) = é: [g%kif-dri - g%b-g‘;i] 4 1(x) (1.6.6)

where both the terms corresponding to k=0 and —1 vanishes since %Lo(x)z-o
and g—iL-,(x)= 0.1 This expression represents the derivative of u(x) in spectral
space.

In physical space, the derivative appears as

d d wad

E(Su) = ai—u(x) = lEouka-x--Lk(x). (1.6.7)
Equating (1.6.6) and (1.6.7), and recognizing that giLo(x)--O, gives

mad _m dﬁk-]dx dﬁk‘ldXd
Zage=g [l - el tne. es)

Since the Ly(x) equal the eigenfunctions of Sturm-Liouville problem, they, along
with their derivatives, form a linearly independent or orthogonal set. Therefore,
multiplying (1.6.8) by %Lj(x) and integrating from —1 to 1 resultsin

i = gl - el S (169)

Evaluating (1.6.2) with n=k+1 gives

g;ﬁn-x = {2n—1) .pgnﬁp, p+n even; (1.6.10)
similarly, (1.6.2) evaluated using n=k-1 yields
g-fﬁn a=(2n +3) émzﬁp, p-+n even. (1.6.11)
Substituting (1.6.10) and (1.6.11) into (1.6.9) gives
o m
Up = p!zinﬁp - p§m2ﬁp, p+n even, (1.6.12)

which reduces to i, = i,. This completes the proof of (1.6.2). The two
derivative expressions given by (1.6.1) and (1.6.7) produce different results in

practice:

}For k=-1 we have dL.(x)/dx = c/(1—x?), where c equals a constant. Since

the boundary conditions are dLy(+1)/dx=(+1)*k(k+1)/2 which equals zero for
k=—1, we see that the constant ¢ must equal zero.

15




d_(Po) # P38 (1.6.13)
The quantity on the left equals the Legendre Galerkin derivative. The error,
%{Pnu)—l’nq%% decays spectrally for‘ infinitely smooth solutions. However, for
functions, u, with finite regularity (not infinitely periodic) this difference decays
at a slower rate than the truncation error for the derivative glil - Pn-,%. Thus
g—i(Pnu) is asymptotically a worse approximation to g;- than Pn-;%% (see
Canuto et. al. (1988)). |
1.7 Legendre Derivatives at the Nodes
Approximate differentiation in physical space occur by differentiating the
interpolation Inu (as defined in (1.4.5)) and evaluating it at the nodes. This
resulting polynomial of degree n— 1, represented as
Dou = (L), (1.7.1)
and called the Legendre collocation derivative of u relative to the chosen set of
nodes, differs from the Galerkin derivative g;(Pnu) since the latter depends on
the continuous coefficients #1x and the former on the discrete coefficients .
One method for obtaining the collocation derivative, involves computing
the values (Dpu)(xi), (i =0,...,n) from the values u(x;), (j=0,...n), by
employing (1.4.7) for the discrete Legendre coefficients 4;, and (1.6.2) for the

discrete derivative coefficients giﬁj, and computing (Dyu); from

n
(Daw)(xi) = E Geliu)tams) (1.7.2)
A preferred option involves the collocation derivative at the nodes through

matrix multiplication. It appears as

- (Da)x) = 3 ) e, (173)
for i=0,...,n. When Dikzg;'dzk(xi), (1.7.3) equals

16




(Dau)(x;) = ki_‘ioﬁkDik, for i =0,...,n. (1.7.4)
Using (1.5.13) for yx(x) gives

Ln(x; .
o ——1——, itk
ol Xk) Xi~Xg

Dy = Q—%———I)E, i=k=0. (1.7.5)

—‘n__}—!').g, i:k::n_

0, otherwise.
1.8 Integration Using Legendre Polynomials
Integration in transform space consists of computing the integral of the
Legendre expansion of a function. H u(x)= 2:=0 fixYx(x), the integral over the

domain x€[-1,1] equals

1 I n
S u(x)dx » f 2, Trt(x)ax. (1.8.1)
Assuming the series converges, integration and summation may change places,
giving _
1 n 1
S (u(xdxs T f (x)dx. (1.8.2)

Using the integral of the expansion function according to (1.5.16) gives

i n
j: | u(x)dx ~ k§=2° fixwy. (1.8.3)
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CHAPTER I
SPECTRAL ELEMENT METHOD

2.1 Introduction

The spectral-element method, a variational procedure in which the
approximating functions depend on representing the given domain as a collection
of simple sub-domains, differs from both spectral methods and finite-element
methods in two ways: (1) pure spectral methods employ high degree
approximating functions with support defined over the entire domain, and (2)
finite-element methods use low degree approximating functions with compact
_support (i.e., a given element’s approximating functions differ from zero only
within the element). Spectral-element methods exploit the advantage of high
degree functions inherent in pure spectral methods, along with the flexibility
finite-element methods provide in representing complex domains. The sub-
domains, or finite elements, equal geometrically simple shapes that permit a
systematic construction of the appfoximating functions. These ecumenical
functions satisfy all boundary conditions and problem data by employing
concepts of orthogonal polynomials from Sturm-Liouville theory. On an
elemental basis, the dependent variables appear as a finite sequence of the
approximation functions with coefficients representing the dependent variables at
a finite number of preselected points (i.e., nodes, whose number and location
dictates the degree and form of the approximating functions).
2.2 Partitioning of Domain

One feature of the spectral-element method distinguishing it from the pure
spectral method allows representing the given domain by a collection of sub-

domains. A subsequent transformation maps each sub-domain from the physical
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(x,y,2) space to the local (r,s,t) space by an isoparametric mapping. The sub-
domains in local space equal simple geometries, such as cubes in three-
dimensional space. Two important features in typical geometries dictate this
mapping: first, the definition of the approximation functions from Sturm-
Liouville equations only apply to certain well-defined geometries; and second, an
arbitrary domain cannot accept a collection of simple domains without
introducing error. By defining the appfoximating functions element-wise, the
accuracy of the approximation improves by increasing either the number of
elements (i.e., refining the mesh) or the degree of the approximating functions.
In mathematical terms, the total domain Q=0QuUdN splits into a finite
number, E, of subsets, e, called finite elements, such that: eack (¢ :s closed
and non-empty; the boundary 99 of each (¢ is Lipschitz-continuous (no
singularities, cusps, et cetera); the intersection of any two distinct elements is
empty, i.e., QNQ=0, e#f; and the union  of all elements §)e equals the

total domain, given as

E
ﬂ =e§lﬂe. (221)
We could not satisfy the last property without the mapping between physical and
local space.
2.3 Spectral-Element Interpolation

By allowing the possibility that each element represents the entire domain
with the general boundary conditions of the differential equation, the essential
boundary conditions equal the values of the independent variables at the nodes,
while the natural boundary conditions get subsumed into the variational form of
the equation over the element. After assembling the elements, the boundary

values on portions of the boundaries of elements sharing the boundary of the
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given domain are replaced by the actual specified values (imposition of boundary
conditions).

In the spectral-element method, the minimum degree of the a.lgebraid
approximating functions depends on the order of the differential equation being
solved, and the degree of the polynomial in turn dictates the number of
interpolation points, called nodes, to be identified in the element.

The approximation functions, also calied interpolation functions, depend on
interpolation of the function and possibly its derivatives at the nodes of the
element. The nodes placed along the boundary of the element uniquely define the
element geometry. Place any additional nodes required to define the
interpolation functions at other points, either in the interior or on the boundary.
The boundary nodes also enable the connection of adjacent elements by requiring
equality of the primary degrees of freedom (i.e., variables that appear in essential
boundary condition) at nodes shared by any two elements. Thus, we cannot
accurately represent discontinuous primary variables. Such problems arise in, for
example, the study of compressible flow where shock waves contain velocity
discontinuities. These functions make poor primary variables in the spectral-
element model unless we employ special procedures during assembly.

For each {2, let P& denote the finite-dimensional spaces spanned by
linearly independent local interpolation functions {¥%}3-o of the nodal points.

Over each element 2§} the approximation Iu® of u® equals
n
u =z Iy ==i)_3°ﬁ?_¢’,’(r), (2.3.1)
where the local expansion coefficients @i§ equal the values of u® at the

preselected nodes {r§} in the element (. Asindicated in §1.5, the

interpolation functions satisfy

20




(1) = &, (2.32)
where &;; is the Kronecker-delta function.
2.4 Connectivity (or Assembly) of Elements

As mentioned earlier, all elements contain boundary nodes defining their
geometry and allowing connection with their neighbors. The connectivity of
elements requires equal values of the primary variables in nodes common to
adjacent elements. Assembling the unique sub-domains into the entire domain, a
process known as direct stiffness, requires the identification of a universal or
global system of nodes, and a corresponding set of global expansion coefficients
for the primary variables. The resulting matrix expression relates the global
expansion coefficients to the parameters of the governing differential equation
and boundary conditions.

As indicated earlier, the primary variables, those associated with the
essential boundary conditions, appear as the global expansion coefficients of the
assembled matrix relation. The secondary variables appear in the natural
boundary conditions. |
2.5 Isoparametric Formulation

Isoparametric schemes use the same interpolation functions to represent
both the co-ordinate mapping and the primary variables. Thus, the physical

space x maps into the local r co-ordinate system by

x® % Inx® =i§oi§¢ﬁ(r), (2.5.1)

when primary variables appear as

u® % Lu® =§Joﬁ$¢€(r). (2.5.2)
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CHAPTER I
TIME-SPLITTING SCHEME FOR THE NAVIER-STOKES EQUATIONS
3.1 Governing Equations and Boundary Conditions
According to the formulation given below, the domain under consideration,
QcR? with boundary 4Q, may translate but not deform. The Navier-Stokes
equations on the closed domain, Q=QudS, consist of the constant density

conlinuity equation given by

V-V=0, (3.1.1)
and the corresponding momentum equation expressed as
%‘{- +{(V-9)V= —%P- + f+ A%V, (3.1.2)
Introducing
Vx¥xV = (V-V)V + {7(V-V) (3.1.3)

into the momentum equation gives
& = Vaav ~ VE + IV-V) + £+ 0V, (3.1.4)
in which both V and p along with the body force, f, depend on both position
in the fluid and time. |
The physical boundary conditions for a given problem must allow us to
divide the entire boundary into regions associated with essential boundary
conditions (e.g., walls and inlets), ratural boundary conditions (e.g., outlets and
free-streams), and per odicity boundary conditions. The numerical procedure
handles each of these regions separately.
The essential boundary conditions appear as
V = Vg (3.1.5)
on solid wall boundaries, and

V=V, (3.1.6)
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on inlet boundaries. The natural boundary condition at the outflow equals

(n-V)V =10, (3.1.7)
where n is the outward surface normal vector, and along the free stream
n-V = n-Vyoundary (3.1.8)
and
nx(o-n) = 0, (3.1.9)

where o equals the local stress tensor. Equation (3.1.9) expresses the fact that
the stress at the free stream must lie entirely normal to the boundary. By
manipulating the pair of conditions (3.1.8) and (3.1.9) we can show that they
equal the homogeneous natural condition on velocity, (n-V)V=0, (see appendix
C). The boundary condition along periodic surfaces equals

V(x+L) = V(x), (3.1.10)
where L equals the relative position vector between the two periodic boundaries.
All of these conditions refer to velocity; pressure boundary conditions depend on
the governing equations. Finally, the initial conditions equal V(x,t=0)=V(x)
for xeQCR3.
3.2 Splitting Method

In the variational solution of time-dependent problems, we represent the

dependent variables in a finite dimensional vector space. The undetermined
coefficients depend on time, while the base functions depend on spatial co-
ordinates. This leads to a two-stage approximation, both of which could employ
variational methods. We choose to discretize the equations in space and iterate
in time, thus giving a spatial variational problem. Such a procedure,commonly
known as a semi-discrete approzimation, results in a set of ordinary differential

equations in time.
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No variational form exists for the full momentum equation; therefore, we
split it into simple forms and apply variational techniques to each portion
individually. Employing the splitting scheme followed by Wessel (1992), we
introduce intermediate velocities, V, V, V, and V, which allows splitting of
the momentum equation into fractional steps. The scheme employs a "predictor-
corrector” approach whereby the predicted velocity at time step n+1, which
results from sequentially computing intermediate velocities based on the non-
linear terms, thc viscous terms, and the pressure terms, determines the pressure
gradient. The corrected velocity depends on this predicted pressure gradient. A

brief explanation follows. The first, or non-linear, step appears as

P VR Vogave 4 (3.2.1)
the second, or viscous, step equals
LASER AR TS (322)
and the third, or pressure, step includes
!—“—’-Eg-l"_l - -—V(%M+ JVRHLVRYY) = PRl (3.2.3)

The velocity after the pressure step, V2*!, must satisfy the divergence-free
constraint. By applying the divergence operator to {3.2.3), a relationship
between pressure and V™*! ensues. The solution of this Poisson equation for
pressure determines the predicted pressure gradient. Using the previously
computed velocity after the non-linear step and this new pressure gradient, a new
velocity results after adding the explicit viscous term:

Un+l _ yn+l
_‘.’."_A_t_L = ~P*! 4 BRIV, (3.2.4)
We still must add another 483V to the right-hand side to yield the full Navier-

Stokes equation. We use the Crank-Nicholson method by adding 4192V™*! to
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the velocity V™*! giving an implicit viscous step appearing as

Al
at

We benefit from this splitting scheme by representing the implicit viscous and

= Ve, (3.2.5)

pressure steps in time-independen:, elliptic form: the viscous step in the form of
Helmholtz’s equation, and the pressure step as Poisson’s equation. We express
both equations in variational form and golve them by finding the extremum of
the corresponding functional. Some of the details of eack of the five steps appear
below. The two steps containing the explicit viscous terms require no exposition.
3.3 Non-Linear Step

We solve the non-inear advective term explicitly using a three-step Adams-
Bashforth method given by (3.3.1)

ol ym
At

This hyperbolic operator imposes stability conditions, in the form of a Courant-

= Bo(VePxV + )74 B,(VaV=V + 714 By(Va¥aV + 72

Friedrich-Lewy number, on the scheme. Neither bour Yary conditions nor
continuity constraints apply to V@*L
3.4 Pressure Step

The velocity after the pressure :tep, V, must satisfy the zero divergence

constraint. Applying the divergence operator to (3.2.2) gives

el 31
v YD) =y (—vpey, (3.4.1)
Since V does not satisfy the zero divergence constraint, (3.4.1) simplifies to
v’vn‘l — »]
= v-yprel (3.4.2)

The boundary conditions on pressure depend on the governing equations.

1The three—step Adams—Bashforth coefficients equal B¢=23/12, B;=-16/12,
and Bz=5/12.
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We obtain the pressure boundary conditions by taking the inner product of
{3.1.4) with the surface outward unit normal n and rearranging. This yields
n-P = ~2(0-V) + 1012V + n-f + 0-(VTxV). (3.4.3)
This expression represents the exact physical boundary condition on pressure
obtained from the governing differential equation. Unfortunately, we cannot use
this form since some of the terms on the right-hand side remain unknown.
Therefore, the numerical procedure uses a simplified form which neglects the
viscous term, the body force, and the nondinear term:
0P = ~F(a.v). (3.4.4)
When we discretize this equation in time by writing the time derivative of
velocity as (V*1-V™®)/at, we see that unknown terms still remain on the right-
hand side. By further approximating the time-derivative using intermediate
velocities we obtain
n-VP = —n-(V2* — V2 *1) /at, (3.4.5)
It appears that we still do not know V®*! at this point; however, a careful
vetting of the various boundary conditions reveals otherwise. This mathematical
approximation to the physical boundary condition may be good or bad depending
on the characteristics of the flow as indicated below. Where essential boundary
conditions occur n-V™*! equals n-Vwa)1 Of n-Vigler, and (3.4.5) becomes
n-VP = —n+(Vyall — \Y o) /at. (3.4.6)
This term differs from the true physical boundary condition at a solid surface (or
at the inlet if n-(VxVxV)=0) since it lacks both the viscous term, vn-¥2V, and
the body-force term, n-f. For a flow with no Body force, the approximate
boundary condition differs from the physical boundary condition by the viscous

term. In other words, the mathematical boundary condition equals the inviscid
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boundary condition along solid walls. Deville and Orszag (1980) showed that
this approximation introduces a time-splitting error 0(1) in n-V?V over a
layer of thickness 0(yatv). No error estimate exists at the outlet since even the
physical boundary conditions remain unknown.

Along the free-stream the viscous term remains negligibly small under most
circumstances;} while the advection term, n-(Vx¥xV), equals zero, since n
and VxVxV are perpendicular.}t Furthermore, when the body force is
perpendicular to the free-stream boundary—as in most flows~the body-force term
vanishes, and the simplified boundary condition equals the physical one.

Along exit boundaries where natural conditions get specified, the terms
neglected by the approximate pressure boundary condition do not vanish.
However, their influence remains confined to a region near the boundary, since
convection sweeps any induced errors out of the domain.

3.5 Viscous Step

The implicit viscous step appears as

$The viscous term equals n-V2V. The velocity can be written in terms of a local
co-ordinate system where n equals the normal to the surface and s lies
tangential to the surface. Hence V=Vg+Vpn, and n-V2V=

n-[&?’Vs/ 0524 0%V [ n2)s+(37Vy/ 852402V, [dn2)n]. The first term is zero
because 8 and n remain perpendicular. The second term vanishes in most
common flows. For example, when a homogeneous body force or a body force
with a vanishing or zero gradient near the free-stream boundary (e.g., the
"Blasius" body force) forces the flow, the second derivatives of V, vanish
sufficiently far from disturbance generating structures. Likewise, when the free-
stream boundary represents a moving plate, as in Couette flow, 92V ,/ds?
usually equals zero, and 9?V,/dn? again vanishes far away from the disturbance
generating structures.

$1The boundary conditions specified along a free stream reduce to n-VV=0,
according to the results of appendix C. Thus, the gradient of velocity lies
parallel to the surface, or alternatively, the cross product of V and V lies
parallel to n (the zero normal velocity constraint requires V to lie in the plane
of the boundary). Therefore, the cross product of V and ¥xV lies in the plane
of the surface, or perpendicular to n. Whence n-(VxVxV)=0.
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This implicit equation remains unconditionally stable. Therefore, we could avoid

= JAIVEY, (3.5.1)

unreasonable time step restrictions due to the high spatial resolution of spectral
approximations near the boundaries of elements save the other explicit steps.
The boundary conditions on the velocity after the viscous step, V®*! equal the
physical boundary conditions given in §3.1. In formulating the viscous step, we
did not subsume the zero divergence condition into the expression for V°*1.
Hence, V**' does not satisfy the Navier-Stokes equations exactly. Normally,
this error does not dominate the solution since the velocity after the viscous step
nearly equalé the zero divergence velocity, V®*.. Amon (1988) observed that
the divergence of V**! remains a few orders-of-magnitude smaller than that of
V'l We transform (3.5.1) into Helmholtz’s equation by adding —V™*! to
both sides of (3.5.1) giving

— VO = YR LpatRavEY (3.5.3)
Rearranging yields
V- 2p=— 2N, (3.5.4)
which appears as
V% - A% = F, (3.5.5)
when ¢=V"*!, A2= m and F= -A2V™*! Since ¢ depends on the velocity

satisfying the physical boundary conditions, the condition on ¢ associated with

essential boundary conditions equals

¢ = Vganl or Viplet. (3.5.6)
The exit, or natural, boundary condition equals
n-%$ =0, (3.5.7)

which also satisfies the free-stream boundé.ry conditions when the free-stream
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condition on velocity behaves according to the restrictions given in appendix C.
The periodic boundary conditions equal ¢(x+L)=¢(x), where L equals the

relative position vector between the two boundaries.
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CHAPTER IV
NON-LINEAR STEP
4.1 Introduction
The non-linear step, the only explicit part of the three-step time-splitting
scheme, introduces a time-step size stability restriction. Since only first-order
derivatives appear, no benefit accrues from casting the governing equation in
"weak" form; instead, we apply a collocation variational approach. (When the
governing equation has an equivalent "weak" form, we may multiply it by a
suitably differentiable test function, integrate over the appropriate domain, and
then integrate by parts. The resulting variational form contains derivatives of
lower order than the original equation.) In the collocation technique, the test
function equals the Dirac-delta function. Since this function has no derivative,
the resulting solution must contain as many derivatives as the order of the
governing differential equation. For this first-order equation, therefore, the
solution occupies the space of functions H¥({).
4.2 Variational Form
The Adams-Bashforth three-step procedure applied to the non-inear

portion of the split Navier-Stokes equation appears in §3.3 and equals

VoV = Boat(Va¥xV + )2+ Biat(VaVxV + )21+ Boat(VxVxV 4 f)2-2,

(4.2.1)

To transform this equation into variational form, we multiply by a test function,
¥eH(Q), and integrating over the entire domain, giving

J;[Vn 1 _V® — Boat(VxVxV 4 £)°— B jat(VxVxV + f)2-1- Baat(Vx¥xV +

f}“"]zbdv = 0. (4.2.2)

The collocation method uses %i=4§(x—x;), where the x;’s equal the locations of
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the nodal points where the differential equation is satisfied exactly. Introducing

Yi=&x—x;) into (4.2.2) and integrating results in the discrete form of the

differential equation in terms of the unknown expansion coefficients Vijx and
Vijx. Products, such as VxVxV, also appear in terms of their coefficients at the
nodes. The result equals

x,i VB = (4.2.3)
Boat(VaVxV + )35, + Bat(ValaV + 35 + Baat(Va¥=V + 3521
We explore the spatial discritization of the various quantities in the following
sections.
4.3 Spatial Discritization of Vorticity
Express the vorticity, V=V, in Cartesian co-ordinates as
VxV= (r T)e‘ + (BU aw)ey + (HV aU)ez, (4.3.1)
where the partial derivatives refer to the global co-ordinate system. We ;:nust
traasform these derivatives from the global, or physical, co-ordinate system to
the local (r,s,t) system. According to appendix A, the partial derivatives

expressed in terms of the local co-ordinates equal

gt S A (4.3.2a)
%; =18 5l + }%t-e, (4.3.2b)
0 _ 0%, e0°€

and Tz = Izﬁ + Szag za't- (432C)

(The superscript e refers to the element number.) Introducing these expressions

into (4.3.1) gives (4.3.3)

1The time step number replaces the element superscript for convenience in
notation; remember, however, that whenever a subscript, such as ijk, represents
the node number in three dimensions a corresponding superscript should indicate
the element number under consideration.
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The three components of the vorticity equal

(= rffg-vr—ve«i- s§¢g¥—e+ tg-g—vtv—e— r§g¥e— s%-g-vg-e—- tggf, (4.3.42)
G= 1300 + sef0 4 10U rofWE_ (olWE_ (oW (43.4v)
- (om oDV sV GV GO U DU

The x-vorticity evaluated at the local co-ordinate rj,5;,tx appears as
gwe Jwe gwe
(6)Six = (ry)Singgaie + (8y)Sigguix + (by)Singpiix
7€ (7€ \e
- (Iz)?jk'g\—:'ijk - (sz)gjk'g}s,‘ijk - (tz)'ijkg‘-t',—ijk. (4.3.5)
The partial derivative with respect to the local co-ordinate, r, equals (see
appendix A)

'g;:jk = ¥ Diadjbbuc. (4.3.6)
Similar expressions exist for the s and t components. Substituting into (4.3.5)
gives (4.3.7)
(¢&)5ik = 2 [(ry)SikDiadinlic + (5y)SikbiaDibdie + (by)SiediadipDic] Wik
- a)gc[(rz)?jkniaﬁjbﬁc + (52)$jkb1aDjbdic + (tz)§jkb1abjpDicc] Vijk-
Expressing the other vorticity components this way gives an equation for the
vorticity vector at the local node (rj,s;,ty): (4.3.8)
Gk = a§c{ [[(ry)?jkDiatsjbﬁkc + (8y)ijxdiaDjbduc + (ty)%ixbiab5bDxc] WSk
~ [(2)§ixDiadjblic + (82)%ix6iaDjndic + (tz)?jk6ia5ijkc]\7?jk] ex
+ [[(rz)"{jkDia5jb6kc + (52)§ik0iaDjblkc + (t2)§5x6iabibDic] Ui
= [(1x)$5xPiabjbdic + (52)%xGiaDjbdic + (tx)?jkﬁia5ijkc]W?jk] ey
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+ [[(Ix)gjkDialsjb&kc + (8x)SjkfiaDjblxc + (tx)5ixbiabijoDic) Vi
~ [(ry)5uDsatibbic + (55)iubiaDiblic + (ty)biaibDic U5 ez}
4.4 Spatial Discritization of Cross-Product of Velocity with Vorticity
The cross-product of the velocity with the vorticity appears as
V= (V{~W{(y)ex + (W(U(z)ey + (U¢y—Vix)e.. (4.4.1)
Using the discrete expressions for the velocity and vorticity gives
(V=)%ix = a§c{ (4.4.2)
[[[(rx)?jkDiaﬁjbﬁkc + (sx)§ik8iaDjblic + (tx)%xbiadjpDid VEix
= [(ry)%xDiabibbic + (8y)%5x6iaDjbdic + (ty)?jkﬁiaﬁijkc]ﬁijk] Véix
~ [[(£2)uDsabibbic + (52)icbiaDiubic + (1) juBiabioDicl U
— [(12)§jxDiadjodic + (5x)§jxbiaDjblic + (tx)ﬁjkﬁiaéijkc]W?jk] W?jk] ex
+ [[[(ry)?jkDiaﬁjbﬁkc + (5y)5jx61aDjbbic + (ty)$jkOiadibDrd WSk
- [(r2)§jxDsabibbic + (52)%jxbiaDjblie + (tz)?jk6ia6ijkc]v?jk} Wik
P[(fx)gjkDiaﬁjbékc + (sx)§jk01aDjblkc + (tx)5jk61adjpDrd Vijk
- [(fy)éjkDialsjb&kc + (sy)§jx0iaDjblxc + (ty)‘:’jkﬁiaﬁijkc]ﬁ?jk] fl‘ijk] ey
+ :[[(rz)ﬁjkDiaﬁjbékc + (Sz)?j#ﬁiaDbekc + (t2)%jx81a85bDic] %5k
— [(1x)3jxDiadjndic + (5x)%jk8:aDjbbkc + (tx)?jkGiaﬁijkc]W‘ijk] U4k
- ’[(fy)gjkDiaéjbﬁc + (sy)$jkiaDjble + (ty)5ixbiadjbDic] WSk
- [(rz)‘;"jkDiaéjbﬁkc + (52)%ik6iaDjblic + (tz)?jkﬁiaéijkclvijk] V?jk] ez}
for the cross-product of the velocity with the vorticity at the local node (rj,s;,tx).

4.5 Summary
The equation governing the velocity after the pressure step equals
Vi = V2 + Boat[(V=0)%in + i) (4.5.1)
+ Bust[(Ve{)u + Fix]”" + Bast[(Va{)fix + Fiu]™
where the terms (V=()§jx appearin (4.4.2). This explicit relation for the
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unknown velocity coefficients at time step n+1 depends on known quantities
from the previous step, denoted by the superscript n. Its solution does not
involve inverting the stiffness matrix; unfortunately, however, this simplicity
comes with a concomitant loss of accuracy—the collocation scheme searches for

the solution with a measurement device tolerating first-order errors in time.
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CHAPTER V

PRESSURE STEP
5.1 Variational Approach
According to §3.4, the governing differential relation for the pressure step
equals
.yn4
Y =v.TP. (5.1.1)

This represents an elliptic, Poisson equation; consequently, a corresponding
variational form exists. For the moment, assume that the functional whose

Euler-Lagrange equation yields (5.1.1) equals

I[P} = S [ (VP-VP)at + V™*1.7P]dv. (5.1.2)

The standard boundary conditions accompanying a functional of this type equal
dF

n'm =0, (513)

where F equals the integrand of the functional. Applying this boundary
condition formula to the functional shown in (5.1.2) yields
—n-VPat + n-V**1 = 0. (5.1.4)

According to the derivation in §3.4 the appropriate boundary conditions for the
pressure step equal

—n-VPat + n-V?* = n. V04t (5.1.5)
which does not correspond to that shown in (5.1.4), since an additional n.V™*!
exists on the right-hand side; therefore, we must add a boundary integral to our
functional. Thus, the functional satisfying the appropriate boundary conditions
and the governing pressure step relation equals (5.1.6)

J[P] = J§, -4 (VP-TP)at + V2*L.VPIdY — [50 P(n-V™*!)do.

Applying the Euler-Lagrange equation to this functional yields (5.1.1) with

boundary conditions (5.1.5). A demonstration of this follows.
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Up until this point, we accepted the validity of the functional shown in
(5.1.6) prima facie. We must show that the extremum of this functional does
indeed yield the differential relation and boundary conditions for the pressure
step. We begin by considering the variation of J[P] with respect to P:

8[P) = |5 [~VP-V(6P)at + V2. 9(8P)|dV — [o (n-V™*)6Pdo.
Rearranging gives (5.1.7)
83[P] = J, [-V-(VP6P)at + 6PV-VPat + V- (VP*16P) — 6PV. V™ *1]aV
~ [ (2-V"*) 8P do. (5.1.8)

Employing Gauss’ divergence theorem, we transform the first and third volume
integrals into surface integrals giving

81[P] = Jqy [V-VPat — V- V21| gpav (5.1.9)

+ j;?ﬂ [-n.VPat + n.V2*! — 0. V2*]$Pdo.
An extremum of J[P] occurs when this variation equals zero. Since the
variation of P on the boundary of the domain does not depend on its variation
within the boundary, the extremum occurs when both
V-VPat - V. V24 = 0, (5.1.10)

within the volume of the domain, and

—n-VPat 4+ n- Vol _p. VR = @ (5.1.11)
on the boundary, are satisfied simultaneously. We see that these equations equal
the governing equation and boundary conditions. Thus, the variation of the
functional given by (5.1.6) yields the Poisson equation shown in (5.1.1) with
boundary conditions (5.1.5).
5.2 Representation in Local Co-ordinates

We must transform the functional in (5.1.6) from the global x,y,z co-

ordinate system to the local r,s,t system. The corresponding functional
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representation for a single element, designated by the superscript e, in local co-
ordinates equals
J[PJe = f1f1f =} (VP-VP)at + V-VP)*| det["]|drdsat

s .

- X, f ; f ! Pé(n-V¥)dAP, (;.2.1)
where we drop the superscript indicating the time step number and replace it by
a superscript indicating element number. (Consult appendix B for details of the
volume element conversion from global to local co-ordinates.) The surface
integral contains expressions for the summation over the six faces of each
element. We will consider the details of these terms later.

This functional, approximated by expressing it in terms of the expansion
polynomials, for example, Pe::%cf’gbcv/;a(r)wb(s)xbc(t), appears as

IR s f1f 11 3 [ gcPane- VibcPSocat (5.2.2)

-~ - 6
+ Vibe: VabcPanc] da(r) u(s)vie(t) | det[I | spcdrdsdt — B TP<.
A brief explanation of the accompanying notation seems appropriate. The
subscript abc refers to the node r3,5b,tc, while the tilde refers to the

corresponding unknown expansion coefficients. We postpone treatment of the

surface integral, conveniently expressed in the interim as p)::llpe, until §5.3.
Many of the following numerical minutiae receive a more thorough
treatment in the following chapter dealing with the viscous step. The gradient
operator in global co-ordinates equals

3f’§,bc

aﬁgbc 313 gbc

vgbcf’g.bc = —a-i—ex + —a'}—ey + ——az—e,, (5.2.3)
In the local co-ordinate system this operator equals
VEbcPEbe = (5.2.4)

= e Se pe
(P Boc(rg)ane + TEe(s)ane + Tgiu(ts)ancle +
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(B Goc(s) e + ZoE0(55)a0c + LERDS(15) ey +
[Q%—b"(ri)abc + aﬁibc 85)abe + QI;%LC‘(tg)abc]ez-
Introducing expansions for the local partial derivatives according to (6.3.5)
through (6.3.7) gives
VSbcPgbe = (5.2.5)
%ik [I(rﬁ)abcDaiﬂbj bck + (5%)abcdaiDojbek + (4£)abebaifbiDes)ex +
[(r$)abcDaibbjéek + (55)abcbaiDbjlex + (45)abedaidbiDexley +
[(t8)abcDaibbjbex + (5%)abedaiDyjdex + (tﬁ)abcﬁaiﬁbchk]ez] P§ji.
The inner product of this term with a term of similar form appears as
SbePSbe: VEbePSbe = (5.2.6)
gk {[(Tg)abcDaiébj bcx + (3§)abclaiDojlex + (t£)abclaifvjDexlex +
[(z§)abcDaifbidex + (5§)abcfaiDbjdek + (t§)abcbaidbjDexley +
[(r$)abcDaidbjdck + (52)abclaiDojbex + (ti)abcﬁaiﬁbchk]ez] Pk
[(9)abcDarbonden + (s5)abobarDnden + (¢8)abcbarbomDelex +
[(1$)abcDaibbmben + (55)abclaiDbmben + (t§)abedarfonDenley +
[(#9)abcDa1doafin + (55)abefaiDbaben + (t)abols1bbaDeales] Ban.
Performing the inner product gives
VsbcPEbe- Y5bcP Sbe ==i§}k lgnf)exjk Pfan (5.2.7)
[[(tﬁ)abcDaiﬁbjﬁck + (s%)abcfaiDu;jdcx + (t§)abebaifpjDex]
[(r£)abcDa1oaden + (5%)abcba1Dbaben + (4§)abclalfonDen] +
[(r$)abcDaifb; bex + (55)abebaiDbjdex + (45)abebaibbjDex]
[(t8)abcDa1fouden + (5§)abelaiDbudea + (t§)abeda1fpmDen) +
[(19)abcPaifbjdex + (55)abcdaiDvjbek + (15)abebaidnjDek]
[()sbcDardoaben + (65)abcdaDoaden + (t5)abelaiSouDenl .

Introducing these expressions into (5.2.2) gives

X
lmn
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SR s L1113 gale)pn(e)ve(t) | detl3abe[ B, B Pijx Planst
[1(69)sbcDasisdes + (sE)abebaiDuider + (t8)abcbastiDar]
[(r$)abcDa1fbuden + (8%)abclaiDomben + (45)abelalfoaDen] +
{(r8)abeDaibbjbek + (3§)abcbaiDbjdek + (45)abebaifb;jDex]
[(r8)abcDaidbaden + (5%)abela1Domden + (t§)abedaldouDen] +
[(r9)abeDaifbjlex + (58)abclaiDbjbex + (1£)abebaifbjDek]
[(¢9)abeDarfoaden + (5)abctuiDonden + (t5)abedarfonDesl
+ Vsbe: %Jk [[(tg)abcDaiﬁbjb'ck + (5§)abcfaiDbjdck + (t£)abebaidnjDexlex +
[(t8)abcDaidbibex + (58)abebaiDbjdek + (t§)abelaidbjDexley +
[(£9)abcDatdgfet + (55)abedaiDgdck + (t)abedaido;Derles] P drdsdt

8
- s (5.2.8)
Evaluating the integrals by introducing wa= f ;’goa(r)dr according to (1.5.16)
gives
I[P~ -4 % iJEk lgnﬁgjk Planatwaw,we|det[J?]| abe
[[(ti)abcDai%jﬁck + (5%)abcbaiDyjdcx + (t£)abebaifvjDe]
[(r%)abcDa1fomben + (5%)abcfa1Dbaden + (4£)abebardouDen) +
[(r$)abeDaifbjbzx + (85)abcdaiDbjfek + (45)abebaibbiDex]
[(r$)abcDaibomben + (8%)abcfaiDoaben + (t§)abefa1fonDen] +
[(r)abcDaibfbjdex + (5%)abclaiDbjdek + (t5)abedaifbiDek
[(9)abcDarfiben + (s)abeaiDonden + (15)sbefabonDerl
+ 3 Vébe- i?k P¢uwaw,we|det[J®]| abe
[[(rg)abcDaiﬁbjtSck + (5%)abcaiDbjbex + (t5)abeaifbjDexlex +
[(1$)abcDaibbjfex + (55)abclaiDbjfex + (t5)abebaidbjDexley +

[(r9)abcDaidbjbex + (5%)abebaiDojbex + (ti)abcéaiﬁbchk]ez]

8
-1re (5.2.9)
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Excluding the surface integral, this represents the governing functional in terms
of the local co-ordinates.

5.3 Surface Integral

The surface integral,

P = 11 pefn.VEYAAP 3
P};l Ef.lf_lP(nV)dA, (5.3.1)
contains contributions from each of the six sides of each element. We must
express it in terms of the unknown expansion coefficients in the local (r,5,t) co-
ordinate system. Rearranging (5.3.1) by combining the surface unit normal

vector, n, with the differential area, dA, gives

2 Ipe = z f f L peve.dAP. (5.3.2)

Introducing these expressmns for ea.ch of the six faces on the local element gives
6

TP = (5.3.3)
p=1

—-f:ft Pe\"e-(x;,ex + yasey + 23e,)drds

+f:fi PeV®.(xsex + Yy + 228;)drdt

+ f i f i PeVe. (xsex + Y3y + z3e,)drds

—f:f: Peffe-(xge, + yzey + z2€,)drdt

—j'_i-f_: P“\'Ie-(xlex + yey + z4e;)dsdt

+f:f1 PEVe-(x,ex + yi€y + z1€;)dsdt,
where we expressed the area vectors shown in (5.3.2) in terms of their
component parts with the assistance of §A.7 in appendix A. Introducing the

expansion polynomials into these surface integrals gives
6
L IPes (5.3.4)
p=1
__j.-l.f.! 3z Pgblvgbl'(xaex + yaey + z3e2)ab17pa(r)7pb(3)drds

+ f f ! E P 2cvazc (x2ex + yo&y + 2282)a2c¥a(r)¥c(t)drdt
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+f f L Pgo2Vba- (xsex + Y3y + Z3€z)abata(r)¥n(s)drds
11 3 BgucVaic (xrex + a8y + 2e2)archa(r)he(t)drdt
~[1f1 5 PfucViue: (xiex + Fiey + 216a) ocu(s) el t)dsdlt

+ f_ : f_ i b§ I-’Sbcv‘jl)c'(xlex + yy + zlez)zbcfl’b(s)#’C(t)deL
Evaluating the integrals using wy=/ ‘itﬁg(r)dr gives
8
I e (5.3.5)
p=1
- E BEo1Vens- (x3ex + y3ey + 23€z)ab1WaWp
+ E P chvgk‘(xQex + yz€y + zzez)azcwawc
+ 3 PeuaVibe- (xzex + Y3y + 23€2)ab2WaWb
—a§ Pglcvglc'(xzex,"‘ yzey + Z28z)a1cWaWe
.—bg P ‘[’bc{'be' (xlex + Y€y ‘+ zlez) 1bcWbWe
+,5 PhocVive: (xiex + ¥ 1€y + Zi€2)2bewpWe.
Finally, performing the inner product using \zlgbc=f1§bcex+\='§bcey+W§bceb gives
s
) L (5.3.6)

p 1

a§ (U biX3 + Vﬁbﬂs + Wablza)abnwawb

a% (U 2X2 + VEacya + Wazczz)azcwawc
Pgbz(ffgbzxa + €’§b2y s+ Vzifgbzzz)abzwawb
- )3 Pg 1c(Ua1cxz + Vaxcy 2+ Walczz)alcwawc
°b)c3 P?bC(IzI?bcxl + \377bcy 1+ V‘i’?bczx) 1bcWbWe

+5 PSbc(Usbexs + Vb1 + Wbz 1)abeWbWe.
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5.4 Variation of the Functional
All of the pieces corresponding to the terms in the governing functional
exist in terms of the local co-ordinates and expansion functions and coefficients.
Substituting (5.3.6) into (5.2.9) and performing the remaining inner product
gives
J[Ple =4 R izj:k 1)5“1-’?31‘ Planatwawpwe|det[J®] avc
[[(rﬁ)abcDaiﬁbj bcx + (s%)abcdaiDbjbex + (t%)abebaidojDex]
[(r£)abcDalbbmben + (5%)abedaiDbuden + (4£)abedaifouDen] +
[(r$)abcDaibbidex + (5%)abcfaiDbjdek + (§)abclaifbjDex]
[(z$)abcDalfbaden + (55)abedalDbaden + (45)abeba1fbaDen) +
[(r)abcDaifbifex + (55)abcbaiDbjfex + (15)abebaibvjDek]
[(19)abcDabomtin + (89)abobuiDonben + (t)abeba1foaDenl
+ I I PYuwawpwe|det[I%]]abe (5.4.1)

abe ijk
[((29)sbcDatosfes + (s5)abcbaiDojé + (18)abodaid; Desl U+
{(1$)abcDaifbjlek + (5%)abclaiDbjlex + (t§)abc§ai5bchk]\:f§bc+
[(8)abeDaibbjdek + (55)abedaiDujdex + (t‘z’)achaitfbchle%ﬁbc]
-2 f’%bx(ﬁibm + Vepys + Vzvgblza)ablwawb
+a§ p§2c(ﬁ§2cx2 + ‘:/gzcyz + \?Vﬁzczz)azcwawc
+ 2 f’ﬁbz(flﬁbzxa + Veays + ‘g/gb'zzs)abzwawb
~a§ ?ch(ffﬁlcxz + \:’ﬁxcyz + WS 1c22)a1cWaWe
= % f’?bc(ﬁ?bcxx + ‘zf'ibch + \";V?bch) tbcWbWe

+.2 Pbe(Ufbext + Vibey1 + Wibczi)2bewbwe.
The extremum of J[P}, or the variation dJ[P]/dP, equals
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O(P)/oP = - F Z P¢jratwawpwe| det[J%) | abe

[[(ri)abcDai%jtfck + (58)abcbaiDbjfek + (45)abebaifojDe
[(z8)abcDa1foaden + (58)abcalDbaben + (t§)abefafbaDen] +

[(r$)abeDaibbjfck + (55)abcbaiDbjdek + (4§)abebaifbiDex]
[(r$)abcDa16bmben + (5§)abclalDoalen + (1§)abebaldonDen] +

[(r§)abcDaibbifck + (55)abebaiDujdek + (tE)abclaifbjDek]
(@)abcDat6omen + (s5)abclorDondin + (tE)sbefurdonDenl |
+ a%‘c wawpWe|det[T®|abe (5.4.2)

{[(rﬁ)abcDaiﬁbj ek + (5%)abcbaiDbjbex + (tﬁ)abc5ai5bchk]1:J§bc +
[(£§)abcDasdogfex + (8§)avebaiDbifek + (t)abcbaiboiDer] Vive +
[(19)abcDaibbjbex + (55)abcdaiDbjdex + (ti)abcl?aiﬁbjl)ck]V:V%bc]

—-a)g ;f}gb X3 + {;’gbly 3+ ‘}:ngﬂa)abtwawb

+a§ (Icfﬁzcxz + \zfﬁzcyz + Vchzczz)achaWc

+a§ (f"ngzxa + i;fgbz)'a + ‘%lgbzza)abzwawb

—3{3 (flecxz + €’§1cy 2+ v‘i/glczz)amwawc

—b§ ({jibcxl + \:f‘ibcm + V:V'ichx)chbwc

+b§ (fJSbcxl + ngch + Wibczlhbcwbwc-
The middle term in (5.4.2) may appear more conveniently as

a§c WawaCl det[Je] ' abc (54.3)
[[(ri)abcDaiﬁbjﬁck + (52)abcbaiDbjlck + (4€)abcbaifbiDek] USbe +
[(t%)abcDaidbjdex + (s§)abcdaiDbjdck + (t§)abedaifbjDe] Vbe +

[(rg)abcDaiébj 5ck + (Sg)abc5aiDbj6ck + (t%)abcaaiébjncklwgbc}
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= agcvibcijk-\:fgbc%wwcl det[J%]| abe
where the divergence operator} equals 4
Vibeijk = (5.4.4)
[(r%)abcDaidbjbex + (5%)abcdaiDyjbex + (t5)abedaifbiDerlex +
[(r$)abcDaibojfck + (58)abclaiDbjdek + (t§)abcbaidbjDerley +
[(15)abcDaifbjdex + (55)abefaiDpjdex + (t8)avclaifvjDerles.
Introducing the quantity Hfanabc, defined by
Mfanabe = —|det[J¢]} abeWaWbWeblabublne, (5.4.5)

into (5.4.3) gives (5.4.6)

P ngcijk'vgbcwawbwc'det[Je]labc =-~% ¥ annijk‘ nfmna.bcvgbc,
abe lan abe
for the middle term in (5.4.2). The free set of indices in this expression equal
ijk, while those in the first term in (5.4.2) equal lmn. Rearranging the indices

gives an equivalent form for the right-hand side of (5.4.6), written as

i§j3k oL Viktan MjkabeVabe. (5.4.7)

The extremum of J[P] occurs when the expression in (5.4.2) equals zero.

Substituting (5.4.7) for the middle term and, setting 8J[P]/6P=0 gives

X AfunijicPSixat = ~3% ¥ V§jxian MfjxabcVibe + S°
ijk ijk abc

where the surface integral appears as (5.4.8)

-

Se

(5.4.9)
-z (Ufbixs + VEbiys + WibiZs)abiWaWb

+a§ (US2cxz + VEacys + WEacz2)a2cWaWe

$1The term Vapcijk- Vabe, Obtained from the expression V-V does not equal the
divergence of velocity. We write the divergence of velocity V.V as VapcijxVijk-
Hence, the order of indices is important.
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+ E (U poxs + V& Sboys + Wab:Z:)abzwaWb
_a§ (Uglcx2 + Vglcy 2+ ngcz‘l)alcwawc
-b§ (Ofbex1 + Vibey1 + Wibez1) beWbWe

+b§ (65bcxl + \:/&‘bcy 1+ ‘%’sbczl)i’bcwbwc;
and the quantity Afgnijx as
T wawbwcldet[.le]labc[ (5.4.10)
[(18)abcDaibbjfex + (38)abcfaiDbjdex + (t£)abebaifbiDe]
[(r8)abcDa1bbulen + (5£)abclalDbnfen + (t£)abcba1fonDen] +
[(r$)abcDaibbjbex + (5F)abcdaiDujdex + (t§)abclaidviDex]
[(r$)abcDaldonden + (S§)abclaiDbmben + (t§)abefa1donDen] +
[(r8)abcDaibbjfek + (55)abcdaiDbjdek + (42)abebaibbiDex]
[(:2)abcDatoaben + (5E)abcbaiDomon + (15)abobarboaDen) .
5.5 Solution for Pressure
Equation (5.4.8) applies to a single element. Adding the contributions

from all elements gives ' . (5.5.1)

2 2 A?mnukpukbt— 2 2 2 VSixion® Hukabcvgbc"' 2 Se.

e=11i e=1 1
In this expressxon, the pressure coefﬁments, Puk, remain unknown, the velocity

coefficients, VEbc, known from the non-linear step; and the surface integral

unknown, since it contains unknown velocity coefficients frgbc. By summing
over all elements, and taking advantage of the continuity of the velocity on the
faces shared between elements, we greatly simplify the expression for the surface
integral. Since the surface integrals contain velocities and not derivatives of

velocity, and, since the velocity remains continuons throughout the domain, the
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terms cancel on faces shared between two elements. Thus the summation over all
elements yields a contribution from only those elements on the boundary of the
domain. Unfortuaately, the surface integral contains unknowns which represent

the velocity after the pressure step. Hence, (5.5.1) contains two unknowns:

pressure P§jx and velocity \zfijk. Along surfaces where we specify essential
boundary conditions on velocity, the surface integral depends on known
quantities; along surfaces where we specify natural boundary conditions, the

velocity, \zf‘l’jk, remains unknown. We may circumvent this problem by
approximating the surface integral of n-V along natural boundaries by n-V,
since we know V from the non-linear step. However, since V does not satisfy
boundary conditions, a significant error may accrue from these integrals;
furthermore, these integrals over the boundaries wher= both natural and essential
conditions occur may require extensive computational time. Therefore, we use an

entirely different technique for the surface integral expression.

Since eglée represents the net flux of velocity leaving the domain,
1] 5(n-V)dA, we choose to compute the integral of n-V over the inlet and
exit boundaries and apply the difference of these terms to the exit velocity in the
form of a correction. Hence, no longer do we satisfy (5.5.1) exactly at each of
the nodal points. Instead, (5.5.1) holds only in a "global" sense. We

approximate the surface integral by
E _ _
e§1 S€ % Vout-nAgye
= jéﬂinn-Vda + fmomn-Vda, (5.5.2)
where Vou¢ equals the average outflow velocity correction and Aoy equals the

outflow area. The velocity correction applies to the velocity after the non-linear
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step according to

(veljk)corrected = v?jk - vout, (5.5.3)

where ncde ijk and element e correspond to those nodes loc2ted along the exit

-

portion of the domain, V§jx represents the known velocity after the non-linear
step, and V,u¢ the average velocity from (5.5.2). We use this corrected
velocity in (5.5.1) in place of the original uncorrected velocity, and we drop the

surface integral. The final form equals (5.5.4)

E - E -
e§1 iljlk AfmnijxPSjeat = e§ . %3]‘ a‘gc V¢ikimn* Mjkavc( Vibe)corrected-
Thus, we achieve the standard, linear form, Ax=B, for the unknown pressure
coefficients. After computing the pressure, the velocity after the pressure step

results from

-~
~

Vi = {7%'1‘ —V?jkl.’?jkbt, (5.5.5)
equivalent to the discritized form of (3.2.2) applied at node ijk of element e.
lncidentilly, a proviso must accompany quantities obtained from
expressions with derivatives, such as (5.5.5). Since only the variables appearing
in the essential boundary conditions remain continuous across elements, and not
their derivatives, the gradient of pressure contains different values at the
intersection between two elements—one value from each of the two elements.
Since only one value may exist at any point in the global numbering scheme,
before equations such as (5.5.5) get solved, we must combine the two values for

VP at node ijk by taking the average value from the two elements. This seems

innocuous enough; unfortunately, we break the zero divergence rule on V?,-k in

the process. This may induce important errors in certain problems.
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CHAPTER VI
VISCOUS STEP
6.1 Variational Approach
The governing differential relation for the viscous step equals Helmholtz’s
equation, given by
V$-A%=F, inQ. (6.1.1)
We employ techniques from calculus of variations to generate a matrix expression
for the unknown expansion coefficients i;x. The goal remains finding a
functional yielding Helmholtz’s equation after application of the Euler-Lagrange
formula. Assume for the moment, that the functional whose Euler-Lagrange
equation corresponds to (6.1.1) with homogeneous boundary conditions given by -
o+ f(n-V)¢=0, on 90, (6.1.3)
equals
3¢} = Jg, [ tgradd:gradg — 12%-¢ — ¢-Flav. (6.1.2)
This functional applies to domains with rigid boundaries. In fluid dynamics,
both homogeneous and non-homogeneous boundary conditions arise. In general,
the two possible types of non-homogeneous boundary conditions equal Dirichlet

(essential) when (=0, given by

and Neumann (natural) when a=0, given by
(n-¥)$p =g (6.1.5)

We may incorporate these non-homogeneous boundary conditions in the standard
functional by adding a boundary integral.
Since ¢ must remain fixed along surfaces containing non-homogeneous

Dirichlet boundary conditions according to (6.1.4), the variation in ¢, written
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as ¢*=¢+ey, must equal ¢. In other words, we impose
W) =0 (6.1.6)
on surfaces with Dirichlet boundary conditions. We impose no restrictions on ¢,
along boundaries with natural conditions. Instead, the natural or free boundary,
where ¢ may vary, requires the standard constraint, n-dF/d(grad$)=0, where
F equals the integrand of the functional. The result, after applying this
condition to the functional given in (6.1.2), equals n-grad¢=0, which does not
satisfy the non-homogeneous natural boundary conditions. We overcome this
problem by adding a surface integral to the functional giving
J[§] = Jg [- 4gradd:grad — 1224 — §-Flav +
f3qn §-8do, (6.1.7)
where JQ" represents the surface containing natural boundary conditions. The
variation of the surface integral contributes a term, which when combined with
n-JF/d(grad¢), yields the proper non-homogeneous natural boundary conditions.
Until now, we accepted the claim that the functional shown in (6.1.7) yields
Helmholtz’s equation with appropriate boundary conditions without proof. We
must show that the extremum of this functional does indeed yield Helmholtz’s
equation and boundary conditions for the viscous step.
We begin by considering a functional represented as
Ji¢) = Jg F(x, ¢, gradd)av. (6.1.8)
The variation in this functional equals the difference between the functional
evaluated at ¢* and ¢. Thus, &J=J[¢*}-J[$] may appear as
8= ja [F(x, ¢ + €9, grad + egrady)
- F(x, ¢, grad¢)]dv. (6.1.9)

Expanding the integrand in a Taylor series gives
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&a=f [g%-qo + Hgf—z—d-‘e:gradyﬂd\', (6.1.10)
which, after application of the chain rule, yields

(6.1.11
8 =eff [g%'v'(agwl'“" +eff v-(agf—%;.,o)dv. -
Applying this expression to the functional in (6.1.7) results in
63 = ¢ Jg) [V-gradg — X% ~ FJ-ydV + ¢ Jf; V-[— gradd- ¥ldv
+ ‘fann g-wdo. (6.1.12)
The divergence theorem allows us to express the second integral on the right as
e Jo V-1 gradd- #1a¥ = — ¢ 1) n-(gradé- ¥)do. (6.1.13)

The integrand on the right-hand side equals zero along the boundary where
essential conditions apply, since ¥=0 in those regions; the only contribution
comes from boundaries containing natural boundary conditions. Using the

natural boundary conditions given in (6.1.5) gives

¢ Jf V-I- gradd- dY = — ¢ 100 8- W0 (6.1.14)
which exactly cancels the last term in (6.1.12). Thus, the variation in J equals
6 = ¢ Jf, [V-grad$ — A% — F]-yav. (6.1.15)

At an extremum, we require 8J=0 for all admissible ¥; in particular, we
require 8J=0 for all admissible ¢ which vanish on the surface containing
essential boundary conditions. Because of the arbitrariness of ¢ inside 11,
6J=0 implies
V9-2%—-F=0, in Q. (6.1.18)

This equals Helmholtz’s equation, confirming our supposition.

As indicated previously, the variational form incorporates the natural
boundary conditions in the functional, while the essential boundary conditions do
not appear. The functional expression makes no reference to a particular domain;

hence, it applies to both a single element or the entire domain. In the following
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sections we express this functional in terms of the local co-ordinates on a single
element. Each element contributes both a volume integral and a corresponding
surface integral. A functional applicable to the entire domain results from
summing over all elements.
6.2 Representation in Local Co-Ordinates

The governing functional written in global, or physical space, equals

3[¢] = J§ [- dgradirgradd — $22-¢ — §- Flav
+ foon $ 8do. (6.2.1)

We must transform the functional expression from the global (x,y,z) co-ordinate
system to a local (r,5,t) system, where elements appear as cubes whose local co-
ordinates range between +1. The functional representation for a single element in

local co-ordinates equals
Jigle = [1f [ il deraddgrad - $34-4 — §-FI°|det[J°] | drdsat

8

+ 5[ f 'ge. gedAP. .6.2.2)
(Consult §A.3 for details of the differential volume conversion between global
and local co-ordinates.) The surface integral expresses a summation over the six
element faces. Remember, this term applies only along sucfaces characterized by
natural boundary conditions. Notice that the local co-ordinate system occupies a
position within an element such that only two co-ordinates vary along a given
face, while the third co-ordinate remains fixed at +1. The gradient operator in

the global system equals

] (] £
grad¢e = gg ex + gg ey + gg [ (6.2.3)
In the local co-ordinate system, [r(x,y,z), 8(x,y,2), t(x,y,z)], this operator equals
e e €
grad¢® = [g% s + g% 5% + g% tslex (6.2.4)
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] e e e e €
+[g$r§+g$s§+g$t§]ey+[%r§+g$s§+-g%t§]e¢,
where the partial derivatives of the local co-ordinates with respect to the global
ones appear according to (A.2.7) as

ARS xz XsZ s
_(Zse;: YtZS)e ry te: Xs t)e r€ = ( s!e: f&e

(6.2.5)
§¢ = (I t2r- ych € g = xr::“ §tzr e g& = ( !et eii_)e .
(6.2.6)
18 = ( rzs YIS?I)e; 1§ = (xs:;" %rzs)e t€ = (Xrgs 71_ e
(6.2.7)
The Jacobian of the transformation equals
Xr Xs Xtle
F=1y s Wt (6.2.8)
Zr Zs 7t

according to §A.2. Subscripts indicate differentiation with respect to local co-
ordinates; superscripts define the particular element under study.
6.3 Approximating Fanctions in Spectral Space

The discrete expansion of a function u(r,s,t) in terms of a finite sequence

of orthogonal functions of n-th degree approximately equals

st 3, B B ssuneuem), (6:3.1)
where the scalars @jx equal the discrete expansion coefficients of u(r,s,t)
relative to the basis {#yo,...,¥n}. Notice that this expression is not of n-th degree
unless l=m=n. Asindicated in §1.5, differentiation may take place in either
spectral space or physical space. Nomially, we use differentiation in physical
space. The derivative with respect to the local co-ordinate r in the local space

equals
] m

ulrst)x B 3 §ﬁ$'kg_1fi(r)¢j(s)1lfk(t). (6.3.2)
I

=0 k=0
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We do not compute derivatives in this manner since this would entail computing
analytical expressions for the derivatives of the basis functions; instead, we
compute derivatives only at the nodal points (rs,su,tc). This gives

“r(ta,Sb,tc)e R
5 & Fagu 6.3.3
i=0 j=0 k=ou‘1ka¥l(ra)¢1(sbw’l(tc)’ (6.3.3)
Since the basis functions satisfy both %i(ra)=46; and Dai=§¥i(ra), this

expression reduces to

l m n
ur{rasote)* s B & E iDaidojben, (6.3.4)

which may be written more compactly as

(ur)8be i§_3k ik Daibbjbex. (6.3.5)
Similarly, derivatives with respect to the s and t directions equal

(us)&be » Ek ijk 62iDb;dex (6.3.6)
and

(u)ibe = B ik faiboiDer, (6.3.7)

respectively. The function u(r,s,t) approximated at the node, (ra,sv,tc) equals

u(ta,Sp,tc)¢ ®

l m n
2, 2, L stclrailso)hlte) (6.3.8)
or, in compact form,
ugbe * %}k $jk 621 0b; fck- (6.3.9)

With these expressions for functions and their derivatives, all the ingredients
necessary to represent the functional in variational form exist. Incidentally, the
ﬁrst-order variational form, as opposed to the second-order differential form, does
not require a second order derivative, clearly an advantage given the complexity
of the first-order derivatives.

6.4 Approximation of Products of Functions
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Since the variational form of our functional contains products of functions,
some of which are known (e.g., the Jacobian or the body force), while others,
such as velocity, remain unknown, we need a system to express products of
functions. The two most common methods of expressing the product of functions
u and v equal the product of the series,

u-v & (Inu)(Ipv), (6.4.1)
or the series of the product,
u-v = Iy(u.v). (6.4.2)
The first form yields a polynomial with n? terms since it involves term-by-term
multiplication of two series; the second method involves a polynomial with n
terms since the product u and v occurs before the expansion in terms of the
nodal coefficients. We use the second method. Using the compact notation, the
product of u and v equals
ut-véx i?k 1§k Vi vi(r) ¥ (s) ta(t)- (6.4.3)
A natural extension of this expression allows a representation of products of three

Or more terms.

6.5 Surface Integrals
The term representing the surface integral in (6.2.2) equals
6 8
e pPe — 1 14e, p, 5
=3I pglf_‘f_1¢ gedA (6.5.1)
Using the inhomogeneous boundary condition, g=(n-V)$, gives
8
e 1{14ern e, £ P
r=3 f ! f ! §%(n®-7)§dAP, (6.5.2)
which after rearranging gives
8
e 1{14e/nt P. (]
I p’?,f.lf.x" (n®dAP-V)¢e. (6.5.3)

The projection of the differential surface area in the direction of the outward unit
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normal on each of the six faces equals

at t=-1;

at s=-1;

at t=1;

at s=1;

at r=-1; and

| [ ex ey ;] e
nédA! = —| x; y; z|drds, (6.5.4)
| X5 Y5 Z5

i | ExCrese
n°dA‘ = Xr ¥r2r dfdt, (6‘55)
| Xt ¥t 2,

: ["ex €y €e .
nedA = X Yy 2y dtdS, (6.5.6)
| Xs ¥s Zs]

[ ex €y €|e
n®dA* = —| x; yr z,|drdt, (6.5.7)
| Xt Yt 2t

; [ exeyele
n°dAS = —| Xs ys 5| dsdt, (6.5.8)
| Xt Yt 2t ]

6 €xCye€zie
n®dA°® = | x5 ys z5|dsdt, (6.5.9)
Xt ¥t 2¢

at r=1. (See §A.7 for details.) Taking the inner product of the projection of

the differential area in the direction of the outward normal with the gradient

operator for each of the six faces gives

on face 1;

on face 2;

on face 3;

nfdALYe = — (180 + tﬁgy + 150 )detI¢]drds, (6.5.10)
n°dA2-Ve = — (589 + 582 4+ s¢2 )det[Jdrdt (6.5.11)
= - (stgg + s + % » 5.
e 3. .pe _ ea ’.a ea €
nfdA°.V® = (ti + tfai + tig;)det[J%drds, (6.5.12)
nedAd-ve = st 4 58 4 s )det[30)drd 6.5.13
Ve = \bxﬁ+$ya—i+szz)et[ ]drdt, (6.5.13)

55




on face 4;

ntdAS.7° = — (g0 + r;g; + gl )det]Idsat, (6.5.14)
on face 5; and
n®dA® 7o = (180 + 155 + Tigg)det[dsdt, (6.5.15)

on face 6, where the derivation of such quantities as ty=0t/dx appearin §A.2.
Substituting these expressions into (6.5.3) gives for each of the six faces:

1o = —f 11 4e(es8 + 152 4 028" det [3%)dras,

on face 1; (6.5.16)
e [0 4 iy + st aedene

on face 2; (65.17)
D= [0S + g + g eriocts,

on face 3; (6.5.18)
e~ fifi $e(ss sg%y&" + 5508 det[adrdt,

on face 4; (6.5.19)
1% = — f. : f. i ¢e(r§%e + r;gge + rggge)det[.le]dsdt,

on face 5; and (6.5.20)
e f1f1 48 r;gg" + 1528 detaedsat,

on face 6. (6.5.21)

e (] €
Substituting the expression for the derivatives gg, %, and % from (6.2.4)

into the surface integral for face 1, gives

I'e = — ! f \15(es g?e + 8¢ _g%e +18 g%;# t5(r§ %e + 5§ gg +t§ g%ﬁ
rrg(rs 2 4 5o 9 4 o Bjgederfajaras. (6.5.22)

We must introduce the expansion polynomials and coefficients into these integral
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expressions. The result for face 1 equals (6.5.23)

Ite = _J‘ flg [txtxg’ .H;,g’ +t°?)+ty(ty-g! +Syg§ +ty‘gi)

+u5(es O 1 g O 4 oo O det{1%]un S0 19 () Yu(s) drds,
assuming the quantity within square brackets refers to the nodal points at
Ia,Sb,ti. Similar expressions apply for faces 2 through 6. Substituting
expressions for the partial derivatives of ¢ from (6.3.5), (6.3.6), and (6.3.7)

gives (6.5.24)
Tea—[tf15 % [8(riDaifu;du + s36aiDvjfuk + tbaifoDuc) +
ty(r§Daibbjf1x + s$6aiDpjbix + t§82ifp;D i) + t5(r5Daibbjbrx +
5%02iDbjb1k + t562:18b;D 1k))abSixdSbidet|I%ab1tba(r) u(s)drds.

The only variables remaining within the integrand equal ¥(r), ¥(s), and ¥(t);
therefore, integration reduces to [!;9;(r)dr=w;. Substituting these expressions

into (6.5.24) gives
Iey —2 2 [t,(r Daifbjix + 5£8aiDpjé + t§62i6b;D 1) +
ty(ryDa],abJa[k + §§82iDbjbix + t$6aifp;Du) + t2(rZDaibbjbix +
5562iDbj0x + 86216050 1k)]ab §SixdEn det[I%an waws.

The superscript tilde identifies unknown discrete expansion coefficients. The

(6.5.25)

other terms do not contain the tilde (e.g., tE, r¥ and det[J€]) since they
represent known continuous functions which do not require expression in terms of
approximate expansion coefficients—these coefficients depend on evaluation of
functions at the nodes. For completeness, the surface integrals for faces 2
through 6 equal

I % (6.5.26)

- Ec iJEk[s§(l’§Dai52j5ck + 88633D 2500k + t£62i02Dcx) +
Sy(r§Daifajbck + 556aiD2jfex + t58a302Dck) + s3(r5Daibjfck +
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§86aiD2j0ck + 1§6ai62Dck)lab@SixdS2cdet[Iazcwawe;
I3 (6.5.27)
z %‘vk[tﬁ(r?Dai&bj b2 + 5802:Dvjbox + t§82i6;D ) +
ty(r§Daifbjbax + 550aiDpjbax + t582ifbiDax) + t5(r5Daibb 0ok +
8562iDb;j02k + 1562100 2k)]ab BSjdEnadet[Iapawawn;
I4e 5 (6.5.28)
5 5 s8(cDaifyjbes + s$6uDyls + t8ibDe) +
Sy(r§Daib1jbck + 858aiD1jbck + t§62i01jDcx) + 5§(rEDaibyj0cx +
$§0aiD1j8ck + t562161iDck)]ab BSicdS1cdet[Ia1cwawe;
I%¢ (6.5.29)
- %c i?k[ri(fﬁDliﬁbjﬁck + §%61iDpjdex + t361:8p;Dck) +
ry(r§D1ibbj0ck + 5561iDbjlek + t§61i6biDex) + 15(rED 1ibb;ex +
s261iDbjfex + t§61i6bjDck)] 1bcdSikdibedet[I%] ibewbwe; and
o€ o (6.5.30)
Ec i‘fk[r%(riDziij&ck + $§62:Dpjbex + t5682i6u;Dck) +
Ty(r§D2ifbjbcx + 5582:Dvjbck + t562i8pjDek) + 15(rED2ibv;éck +
§562iDbj0ck + t£62i0b;Dck))2bcdSixPSbedet[ I spewbwe.
6.6 Application to Variational Form

The governing functional approximated in discrete form equals

Jgle= [ . [ X /12 [~ 195088 TSocdSne

1abe

— $A%%bc- $Ebc — $&bc- Fabe] ¥a(r) ¥u(s)ve(t) | det[I€ | abedrdsdt

8
+ TIPS, (6.6.1)
p=!
The first term within the integral on the right-hand side appears as
bcdabe:Vabcibe = (6.6.2)

[[(g?iabc(rx)gbc + (g%iabc(sx)gbc + (ggsabc(tx)gbc]ex
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(3 anclry)ibe + Cavclsy)ive + (avclty)iocley
(G ane(r)tne + (Gavclse)tne + (FEavc(to)sodles] -
(G anetra)te + Ganclon)tne + GBunelta)ioclex
[ abelry)ive + (Bavelsy)ive + (avelty)ineley
(G anelra)toe + Eavcs)tie + Eavelto)iocled]-

Performing the inner product and introducing the discrete expansions for the

partial derivatives gives
VibcdSnc: VEbcine = %7]‘ 1§n6§’jk-$fnn (6.6.3)
(ir)800Dsfu58t + (sx)5b08aiDvfes + (t2)SbebaibosDes]
[(rx)8bcDa16buben + (5x)8bcfalDoaden + (4x)5bcba1ébmDen] +
[(zy)5bcDaibbjfcx + (5y)5bclaiDpjdex + (ty)ibebaifojDex]
[(ry)bcDaifbnden + (8y)ibelaDonden + (ty)ibedaifonDen] +
[(2)§bcDatfifck + (52)5befaiDbsbex + (to)§bebaifDeil
[(72)SbcDafonfin + (s2)8bc8aiDbadin + (t2)8bcda1boaDesl
Substituting this relation into (6.6.1) gives

J¢l° = f ) f ) f 1 o Va(r)9n(s)¥e(t) | det[I] | abc [— ii?j:k ln'f?jk'éfmn
[[(rx)gbcDaiij ek + (5x)5bcdaiDbjbex + (tx)5bebaitviDex]
[(rx)8bcDa18bmben + (5x)&bcfa1Dbudcn + (tx)&bcbaifumDen) +
[(ry)sbcDaibpjbex + (5y)5bcbaiDujbex + (ty)sbebaifpjDex)
[(ry)sbcDa1bbnlen + (5y)ibcfaiDbaden + (ty)ibedalfbuDen) +
[(r2)5bcDaibh;fex + (52)SbebaiDbjdex + (t2)5bclaitniDey]

[(fz)gbcDalébua&cn + (Sz)gbc‘salDbuJCn + (tz)gbcaalb‘ancn]]
8
~ $3%§Shc- e — §be- Fivodrdsdt + T, 1P (6.6.4)
Again, the only variables within the integrand equal (1), ¥(s), and ¥(t).
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Using (1.5.16) for fl;9i(x)dx gives
J@ex—4E B F §ic-$an| det[I]| apowawpwe
[[(rx)ﬁbcDaiﬁbjﬁck + (5x)SbclaiDbjfex + (tx)SbebaifbiDek)
[(rx)sbcDa1fbonden + (5x)8bclaiDbaden + (tx)ibebaifbonDen] +
[(ry)§bcDaidbjfek + (Sy)sncbaiDujéex + (ty)5bedaifviDek]
[(ry)sbcDa1fbmben + (Sy)ivcdaiDomben + (ty)sbeda1fomDen] +
[(r2)§bcDaidbjdck + (52)§bebaiDbjdex + (tz)EbclaifbiDex]
[(£2)$hcDs18omen + (52)3bclarDoaben + (t2)8bcbiaouDel]
=423 2 §fun- §fan| det[I°]| 1unwiwaws

5
- lgnéfnn'ﬁln I det[Je] I lanW1WgeWp + p§1 IPe, (6.6.5)
The equation which minimizes the functional J[¢$] occurs when &J/&p1an =0,

and equals

T ® = I B, il detf3¥] [ apcwawswe (6.6.6)
an abcijk
[[(rx)gbcDaiﬁbj bek + (5x)5bcdaiDbjlck + (tx)5bebaifbjDex]
[(zx)SbcDa18onben + (5x)Sbcda1Domben + (tx)beda1dbuDen] +
[(ry)$bcDaibbjdex + (Sy)EbebaiDvjfex + (ty)ibebaidbiDek]
[(ry)sbcDalbbnen + (Sy)sbcdaiDbaden + (ty)ibefa1ébaDen) +
[(r2)8bcDaibbjdck + (S2)EbcbaiDbjdex + (tz)SbebaidbiDex]
[(72)8bcDa1vmdien + (52)ZbbarDaden + (t:)8bcburfoaDesl]
= A*§fan | det[I | 1onW1WaWn — Ffan| det[I%] | 1unwiwawn +
S srate + Bl 57

The last two terms cancel.] Setting &J/&1an=0 gives a more compact form of

1The integrand of the secondast term equals n-JF/dgrad¢ which also equals
—n-grad¢ for the functional defined in (6.2.2). The integration of this term
takes place over both the essential and natural boundaries. The variation of the
surface integral with respect to ¢ equals g integrated over the boundary where
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(6.6.6):

2 [Afanijc = AT fun 1jxJ% =3, MunijuFiji, (6.6.7)

where II and A appear as
MSgnijx = —| det[I%}] 5jxwiw;Wi A i6aj bnk (6.6.8)
and Afuniji = 3 |det{J?] |abcwaWch[ (6.6.9)

[(rx)5bcDaifbjbex + (5x)8bCbaiDvjdek + (tx)SbedaifbjDex]
[(<)$bcDa1bbaden + (5x)§bclaiDbaden + (4x)SbcbarfoaDen] +
[(ry)5bcPaifbjdck + (sy)ibcbaiDvjbex + (ty)ibebaidbjDek
[(ry)svcDa1borden + (5y)5bclaiDonden + (ty)SbelalfbaDen] +
[(r2)5bcDaidbjbek + (5z)5bclaiDujdek + (tz)§bebaifb;Dek]
[(z2)55<Dis16adem + (52)SbcbeiDbaden + (t2)SbetarbonDecl -

Performing the multiplication associated with (6.6.9) gives
Afunijk = a}gcdet[.le}labcwawbwc[ - (6.6.10)
(51§ + 1% + 181%)abcDaifvjéckDalfonden +
(r5% + 1555 + 155%)abcDaibbjfckba1Donben +
(1t + 15t§ + 15t8)abcDaidb; exbaifonDen +
(s$r$ + s§r¥ + sfrf)abclaiDujdckDalfomben +
(s$s% + sys§ + 555%)abcdaiDbjdckba1Donben +
(5%t + s$t§ + 554%)abcbaiDbjfekfalfoaDen +
(t%r% + 5% + t8rf)avcdaibbjDekDalbouben +
(t5s§ + t35% + t55%)abcbaifbjDexdaiDonden +
(L35 + t5t§ + tt5)avclaifojDexbaréoaDen ).

natural conditions exist. Since g equals n-grad¢, these terms cancel along the
boundary where the natural conditions apply; the variation of ¢ along the
boundaries where essential boundary conditions apply equals zero. Whence,
these terms contribute nothing to the variation of J [Yb]
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This expression simplifies after contracting on the free indices associated with the
Kronecker delta; this requires several steps. First, multiply (6.6.10) by ésji
and contract on the indices a, b, and ¢ giving |
%3]‘ Afanijx $Six = (6.6.11)
.23 E(I:?r% + 131§ + 1518)amnDaidujéurDal | det[I%) | sunWa Wa Wik
+ E E(rxsx + 1$5§ + r555)150D1i6bjfnkDin | det[I®] [ 1oawr1wuwadSix
+ E E(r%tx + 1§t§ + rét€)1mcD1:6ujbcxDen | det[I€]| 1acIWaW ik
+ %Jk §(sxrx + s§1% + 5515)annba2iDajbakDa1| det[I%] | amaWaWawndSix
+ .2.3 2(8583 + 855§ + 5555)16n61:Dbj6nxDou | det[3%] | bowiwpwabix
+ E B(sgtf + 85t + 85t5)1mc81:Daj6cxDen | det[3% | 1ucwiwa weSik
+ E )'J(t $1% + t515 + t%r%)am5ai6mankD31|det[Je][a,.nwawmwnﬁjk
+ .3 E(txsx + 85§ + t£58)16m0110b;DntDoa| det[J%) | onwi1wowndSii
+ E E(tete + 5t + t848)1nchifajDekDen | det[I%] | 1ncw1wawcSik-
Using the propertws of the Kronecker delta while contracting on the indices i, j
and k gives
%Jk Afunijx 4k = (6.6.12)
%a(rgri + $1§ + 1518 )annDE:D51 | det{T€] | aanWaWaWn$San
+ ).3 (1'§S§ + 1858 + 1558)1bnDIiDEn] det[I% | 1baW1WoWaSbn
+ E (r t€ + 1§ + 15t)1ncDIiDin | det[I%] | weW1Waw Sac
+ ?a(s,r, + 515 + 551%)annDE;D51| det[I% | annWaWaWnbin
+ JSb(sa‘isze: + 5485 + 8%5)16nD8iD8a | det[I% | 1onWi1wbWodlin
+ ch(sitg + 5818 + 55tE)1mcDEiDin | det[I®] | 1ncwiwaw$ljc
+ I (430% + t§r5 + t5r5)annDi D51 {det[J%) | amnWaWaWnSuk
+ E (thx + 1858 + t558)1bnDikDEn | det[I%] | nwiwnwniox
+ }k:c(tstx + t545 + t§t8)1ncDEDkn | det[I% | 1ac1WawenL-
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The superscripts on D indicate the local direction associated with the
derivative. We must maintain this designation, since, in general, the number of
nodes in each of the three local directions differ. In other words, the quantities
DT, D%, and D' differ. A simplification occurs upon introduction of the

symmetric array of coefficients,

(Ci1)éan = (6.6.13)
(r£r§ + 181§ + 1515)ann | det[I%] | sanWaWaWn,
(C12)fbm = '7.6.14)
(r8s§ + rEs§ + r558)1bn | det[I€] | 1bnWiWbLWn,
(C13)fmc = (6.6.15)
(r£t§ + r§t§ + 15t8)1nc) det{I®) | 1ncWi1WaWe,
(C21)8an = (6.6.16)
(s%r€ + s$1$ + SE18)amn| det[I®]| aunWaWaWn,
(C22)fbn = (6.6.17)
(s8s€ + s§s§ + 5555)10n| det[I®] | 1bnW1WbWn,
(Caa)fmcs _ (6.6.18)
(s§tE + sSt$ + S5tS)inc| det[I]| 1ncW1WaWe,
(Cs1)an = (6.6.19)
(t€r§ + t8r§ + t518)aun| det[I%]| apnWaWaWn,
(Ca2)fon = (6.6.20)
(t5s5 + t$55 + t555)1bn| det[I®]| 1onWiWL W, |
and (Cs3)imc = (6.6.21)

(t8tE + t5t§ + tStS)iac| det[I%]] 1ncWiwawe,
into (6.6.12), giving
Z, Monik % = (6.6.22)
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‘Qa(cn)gnaniDil&?nn +Z(C 12)ibnDTiDEa$Son +
Eic(CIS)YICDfinm $uc + JZa(Cu)i-nDﬁjD:il@Sjn +
Ijib(sz)YanﬁjDijn + ?c(czl)fIcDEthtm$fjc +
‘fa(C:a)S-nDﬁkD{l&%-k + )Eb(sz)?anﬁkDé-ﬁbk +
Ik:c(C 33)TacDéxD knfuk.
Reordering the terms in this relation yields
i’).:k Afanijx $%x = (6.6.23)
Eia(Cu)innDiiDilﬁmn + ?a(czz)innDingjégjn +
§a(cls)§mnD{1Dx§k¢gmk + )in(sz)?anﬁaniﬁbn +
?b(cn)?annggm&Tjn + §b(Czs)YanﬁnD§kﬁbk +
%c(Cm)fmcht:aniﬁnc + ?c(cza)fmcDénDﬁjﬁjc + %c(cas)incDEkDgnéfmk‘
Further arrangements produce
%Fk Afunijx $Six = (6.6.24)
I(D1a)'E (C11)§mn(DEan) + ? (Ci2)an(D3;$i0) + 2 (Ci13)San(Dirdsar)] +
) (C12)fon(DIdon) + 513 (C22)on(DE;dtin) + z (Cas)fon(DExdfox)| Din +
DY (C13)fac(Diiftac) + ? (C23)Tuc(D3i$iic) + z (Cas)fmc(Dixdtax)|Din-§

Introducing

BiSu = EDian, (6.6.25)
BSfn = >J.3D.s.j$§jn, (6.6.26)
and Bié, = §D1§k6§mk, (6.6.27)

and substituting into (6.6.24) gives

{The quantities within parentheses, for example Daidinn, can be writien as Aan
after performing the matrix multiplication. In this form the product DaiAamn
does not satisfy the rules of matrix multiplication. In matrix multiplication the
second index on D3 must equal the first index of Aapn. This involves
reorienting the indices of Dy by using the transpose. Hence the product should

be written as (Dla)tAamn, where the superscript t refers to the transpose.
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i§k Afanijk $$jx = (6.6.28)
§(Dfa)t[(cu)§nn3§3n + (C12)8anBi&n + (Ci3)ianBisnl+
Z[(C12)TbnBibn + (C22)fonBibn + (C23)TbnBiba] DEs+
§[(013)'fncBIﬁc + (C23)fucBifc + (Css)TucBlic|Dén.

This equation applys throughout a single element. Equation (6.6.7) summed
over all elements gives

eg 1 i?k[Aflnijk ~ A aij)PSix =

e;:‘a . ijzknfmnijkl"?jk- (6.6.29)

This matrix expression for the unknown expansion coefficients §fan appears in
the standard form, Ax=B. These coefficients represent the velocity at the
nodes. We use this expression in a global node numbering system, where the
global nodes lying on faces shared between adjacent elements receive a single
label and contain a single value for each variable, though several elements may
contribute. The assembly process, referred to as ‘direct stiffness’, properly

accounts for the contributions from several elements.
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APPENDIX A
CO-ORDINATE TRANSFORMATION

A.1 Global and Local Co—ordinates

We decompose the given domain into arbitrarily shaped six-sided elements,
we then transform these elements from the global co-ordinate system which
applies to the entire domain to a local co-ordinate system within each deient.
The elements in physical space transform into cubes in local space, with local co-
ordinates ranging between * 1. Since the physical eqxiations apply in global
space, we must develop a method for representing spatial derivatives and
integrals in the local system. Specifically, we require a method to transfer from a
co-ordinate system (x;xz,X3) to asystem (é1,£2,£3).

Assuming an expression such as

Xi= xi(fhﬁ?sfa) (All)

exists between the two co-ordinate systems, the total derivative of x; abpears as
L Xy _ Ox5 ox; x;
dx; = 3’5‘151 = az'ldfl + 55,08+ '53—3453- (A.1.2)
Expressing this relation as a vector by letting dx! equal the vector with

components (dxi/d¢;)dé;, changes the total diferentials into

dxi = e + JEldrer + Pldtses (A.13)
dx? = g’ﬁd&el + gxz-:dﬁzez + gxﬁdfaea, (A.14)
and dx = g’—é-:dﬁlex + %dfzez + g’gdgm. (A.15)

We require differentials in vector form since the various surface integrals
encountered in the analysis contain differential areas pointed in the surface
normal direction.

A.Z Transform Between Global and Local Co-ordinates

Equation (A.1.2) represents a valid procedure for transforming from the
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global co-ordinates (x,y,z) to the local co-ordinates (r,s,t). In matrix form this

transformation equals

dx Xr Xs X¢| [dr dr
dy| = |yrys y¢| |ds| = [J}]ds], (A.2.1)
dz Zr Zg 2] (dt dt

where the Jacobian, [J], equals

Xr X5 Xt

B = |3r s y¢|- (A.2.2)
Zr 25 Zy

Subscripts refer to partial derivatives with respect to the local co-ordinates. The

inverse transform, whereby the local co-ordinates appear in terms of global ones,

equals
5| = |y (423)
ds{ = [J7]|dy|. A23
dt dz
The inverse of the Jacobian equals (A.2.4)
1 YsZt—YiZs XtZs—XsZy XsYir—XtYs
[J ] = ag{m Yi2r—¥r2y XcZt—XeZr XeYr—Xr¥i|,
YrZs—Ys2r XsZr—XrZs Xr¥s—XsYr
which simplifies, upon introduction of (A.2.5)
X1 = YsZt—Yi2s, X2 = YtZr—YrZt, X3 = ¥rZ25—Y¥sir,
Y1 = Xe2s—XsZty V2 = XeZ—XiZr, Y3 = XsZr—XrZs,
and 2] = Xs¥r—Xt¥s, 22 = Xt¥r—Xr¥t, 23 = Xr¥sXs)r,
to
i} 1 [Xt¥1 %
[J ll = a——m[Xg Y2 29|- (A26)
et X3 ¥323
Substituting into the inverse transform results in
? A e (A.2.7)
= rm X2 y222}14¥1, 4
dt et X3Y¥323 dz

which represents a convenient method for computing total derivatives of local co-
ordinates as functions of global differentials. Partial derivatives of the local co-

ordinates occur when two of the global co-ordinates remain constant, or,
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equivalently, by setting one or more of the differential quantities dx, dy, or dz
equal to zero.
A3 Volume Transformation
The variational form of the equations of motion contain volume integrals in
physical space; however, the expansion functions only apply in transform space.
Consequently, we require a transformation procedure for conversions between the
two systems.
If the vector dx! represents a differential length in the global system, a
differential volume equals
dV = dx!-(dx3xdx3). (A.3.1)
Using the previously derived expressions for the vectors dx' gives
dv = eijk%xéd{i g%fdf, g’ﬁd&, (A.3.2)
where €jx equals the alternating unit tensor. Introducing the Jacobian gives
dV = det[J]dé,d€dEs; (A.3.3)
where the determinant of the Jacobian depends on

det{J)d¢ 4t = esps! P52 g"gdé,de,d&

S{%%’g;}ds déxdes (A.3.4)

0 < |det[J]| < w (A.3.5)

We require

for a proper transformation. With (A.3.3) we have a method for transforming
volume integrals between the global and local co-ordinate systems. This
transformation appears in the variational statement of the governing differential
equations, or whenever a volume integral in the global system appears.

A .4 Partial Derivatives

The governing differential equations require partial derivatives of the
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dependent variables in terms of the global co-ordinates. Since the global co-
ordinates depend on the local co-ordinates, and vice versa, partial derivatives
Iay appear as

gt oot s

32 - agar + 8gas + agat (A.42)
and oo fef, ke, 0ot (A43)
The partial derivatives of local co-ordinates depend on (A.2.7). For example,

the partial derivative dr/dx equals

% = %JI_{ v,z = a-eT%j] X1 (A44)

Using similar expressions for the other derivatives gives

:x aingt + @it * @ gt (445)
% = gty + wigs * st (49
and az T2 = it + bt + e (A47)

Expressions such as these appear whenever we represent partial derivatives of the

dependent variables in transform space.
A.5 Partial Derivatives Using Spectral Expansions

The approximation procedure expresses the dependent variables as a
truncated series of interpolating functions and coefficients. Therefore,
expressions such as (A.4.5), containing the dependent variable ¢, actually
contain a series of coefficients and functions which depend on the local co-
ordinates. Our method uses interpolating functions based on the Legendre
polynomials. For example, the one-dimensional interpolation function of order n

for the dependent variable ¢ equals

Loy =kz§0m«(r). (A.5.1)

which contains the interpolating functions, {¥(r), k=0,1,...,n}, and coefficients,
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ox- The derivative of p with respect to the local variable r appears as

a.d
Daglr) = & o lle)] (A.52)
In the current formulation, we compute the derivatives at the nodes and not

between nodes. Evaluating the derivative at ra gives

Dog(ra) = johnu, (A.5.3)
where gr—w)k(r)]rmil)ak represents the derivative of the expansion function ¥y
with respect to the local co-ordinate r at node ra. Substituting similar
expressions for the other partial derivatives in (A.4.5) gives

(§0)5me = (ganfapive B, HixDaivi(s)a(tc) (A.5.4)
+ (getiap)iee 3, Phin¥ilza)Dojthlte) + (ggpfapive 5, Plicdi(za)¥i(sn)Dex-
The superscript e represents the element number, while the subscripts abe
stand for the spatial node under consideration. Since the interpolating

polynomials satisfy ;(ra)=4dai, the partial derivative expressions reduce to

(G.5.5)
(#)abc— (m abc E ‘becDax + (m)abc 2 ‘Pa;cDbJ + (m)abc ) GPakack:
(a"@)abc-— a‘e%m abc 2 ?%ocDai + (a'é%m abc 2 P8icDo;j + (a'é%[n abc 2 PEbxDek,
(3'Q)abc- (aam)abc 2 PibcDai + (a'e-fm ibc 2 ¢a;cDb1 + (agt-m abe 2 P3bxkDck.

These equations represent the partial denvatxves of the dependent vanable, o,
at the nodal points. At this point we impose no restriction on the location of a
node within an element, i.e., the node may lie in the interior or on the surface of
an element. The next section computes derivatives along element faces by
applying (A.5.5) to nodes lying along the surface.
A.6 Derivatives Along Element Faces

The calculation of surface stresses requires derivatives along element faces.

The equations for derivatives at any node (a,b,c) simplify along the element
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surface since one of the indices remains fixed while the other two vary.
results in a set of expressions for each of the six eiement faces:
dpve _ (. X1 ye = , X3 =e. D
(B%abl— (m)abx ¥ Pib1Dai + (H'é't'm ab1 fv ¥3j1Dbj;
+ (H’TJ]et ab1 § PRbikD i,
abl- (a—e-%m)abx ) wbeaz + (ag%m 81 721Dy
+ (a'l[TIet )ib1 2 %kam

+ (a'éfm)abl ) ‘Pakan;, along the side at t— . ¢

(3'Q)a,|tc— (a‘e‘t‘m)aqtc L HjtcDai + (rm)a;tc T ¥8;cDijt;
+ (a_e_mt )ajtc 2 ‘Pa.;tchk

(ag)ath" (Eé%[]’[)ajtc b we,chax + (a'é%p'l)ajtc ¥ P5icDitj
+ (almet )3jt¢ 2 PSitxDek

(32)31“_ (aa‘[]}‘)a)tc 3 Sputhax + (a‘e‘tm)a.ltc b 'PachJtJ
+ (m)altc % PEjuDai, along the side at s=1;

(g%)gbkt’-: (gé%fn)ﬁbke ¥ PloxDai + (agﬁ-]])%bkc L ZajueDy;
+ (a'e_t'm abke 3 PabkDitx

(3Q)abkt— (a'é'%"[]'l)abkt ) %bkzDu + (ag%m)ahkt ¥ @5jktDo;
+ (aé%m Skt T PEbkDiek

(y‘q)abkt- (aam)abkt ) ‘PlbktDal + (a‘e—tm)abkt 3 PEjxiDo;j
+ (m)abkg b} «pakak;k, aloag the side t=1;
(39)31«:—- (m alc 2 PhicDai + (He—tm alc? #5jcDyj
+ (a—met alc E PaDexk

alc- (a‘eltm)alc ) ‘Plchax + (aé‘ttp'l)alc L 85Dy
+ (ﬁj}et alc 2 PEnDex

(B‘Q)alc- (m)alc ) <P11cDax + (m)anc Y ©5icDij
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+ a'—m)alc ¥ 7&uD.y, along the side s= —1;

aﬂ)ibc- (ae—tm)?bc 3 PiueDii + (agt'm)ibc ) wi]CDb_)
+ (ag't'm)ibc % PoxDex (A.6.5)

ibc— (Hé%m)?bc L P%ocDu + (aé%m)?bc 3 ?1icDvj
+ (ag%m)ibc T PibkDex

(yﬂ)ibc— (a’gt'm)?bc 2 ‘becD ti + (aam)?bc E (PTJcDbJ
+ (mm)'ibc T #ioiDek, along the side r=—1; and

( §tbe= ( )nbc 2 PibcDiti + ( §tbe 2 (PltJCDb]
aetl:ll det |:|l i
+ (ae—tm)nbc % PhevkDex (A.6.6)

('32) itbe= (ag%pl)?tbc 2 (becDm + (a'é%m itbe 2 (Pe thDbJ
ag%r‘" itbe 2 PitbxDek

(32) ftbe= (W feoe ¢§bcDm + (a-e—tm nbc? PitjcDo;
+ (m itbe E P5vxDek, along the side r=1.
A.7 Surface Integrals
Often surface integrals involving the differential area vector appear in
boundary conditions and computations of surface stresses inter alia. According
to (A.1.3) through (A.1.5), the transformation between global co-ordinates

(x,y,z) and local co-ordinates (r,s,t) equals

dx = -%drer + g’g{dses + g%dtet, (A.7.1)
dy = %drer + ggv-dses + g-t‘:dteg, (A.7.2)
and dz = ggdxer + gzgdses + -g%dtet. (A.7.3)

In the local co-ordinate system, the element surface depends on two of the three
local variables while the third remains fixed. For example, along side one co-
ordinates r and s vary, while co-ordinate t equals —1. Hence, the

transformation along side one appears as
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dxt = Pare, + Pase, (A.7.4)

dyl = g%mer + ggdses, (A.7.5)
and dst = Pdre; + Hse,, (A.7.6)
where here the superscript refers to side one and not direction one as in (A.1.3).
After integrating these relations, expressions for the physical co-ordinates in

terms of the local co-ordinates along the surface appear:

x! = x(1,8), (A.7.7)
y! = ¥(1,8), (A.7.8)
and z! = z(1,5). (A.7.9)

Let Ri=xley+yley+zle, represent a position vector describing the location of
any point along surface one. Substituting the previous expressions for the
physical co-ordinates into this position vector gives

Rt = x(r,5)ex + y(1,5)ey + z(1,5)e.. (A.7.10)
A differential area vector in the normal direction to the surface corresponding to
a differential change in the local co-ordinates r and s equals

= — (CR 0B drds. (A.7.11)

The minus sign indicates that the area vector points in the local co-ordinate

direction —e;. We can write the two partial derivatives as

IR _ ORox,, + IR Ry ,+§-R-§§e, (A.7.12)

and R R e + " Te, + IR0z, (A.7.13)
Using (A.7.10) reduces these expr&ssions to

gl—{ = Xs&x + Yy + Z&s, (A.7.14)

and IR xex + 758y + 250 (A.7.15)

Substituting these expressions into dA! and taking the cross-product gives

dA!l = — [(y:25 — zrys)ex + (2rXs — XrZs)ey +
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(%r¥s — yrxs)e]drds, (A.7.16)
or, using the simplified notation of (A.2.5)

dA! = — (x3ey + ysey + zse;)drds. (A.7.17)
Similar expressions for sides two through six equal

dA?= (xsey + yoey + z2€;)drdt, (A.7.18)

dA3 = (xsex + yie, + z3e;)drds, (A.7.19)

dA4 = —(xsex + y28y + 22€,)drdt, (A.7.20)

dAS = —{(xsex + yiey + 2,e,)dsdt, (A.7.21)
and dAS = (xsex + yiey + 21€;)dsdt. (A.7.22)

Expressions such as these will appear whenever we compute surface integrals.
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APPENDIX B
SURFACE FORCE AND MOMENT CALCULATION
B.1 Background
Fluid flowing past solid boundaries develops surface stresses which lead to
surface forces and moments after integration over the surface area. The elements
located adjacent 1o these surfaces contain flow-field information necessary for
surface stress calculations Let dA equal a differential area on the element
surface with unit normal vector n. Let the force per unit area due to the fluid
stresses on this surface equal t(n). Then, the total force on a finite surface, 40,

results from integrating the contributions from all the differential elements:

F= t(n)dA. (B.1.1)
L
Similarly, the total moment about a given point due to the surface forces equals
M= x=t(n)dA, (B.1.2)
S

where x represents the distance between the surface element and the point
about which the moment is taken. Let oj; denote the i*® component of t(j),

and let t(n); denote the i*" component of t(n). Whence

t(n); = ojm;, (B.1.3)
where the stress tensor equals
011012 013
0= | 021 023 023|- (B.1.4)
031 032 033

Since t(n) represents a vector and n represents a unit vector independent of
the oj;, we require _

t(n) =n-g. (B.1.5)
This equation represents the force per unit area due to fluid stresses on a surface

with unit normal vector n. When this expression replaces t(n) in the force and
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moment integrals, terms such as n-odA and xx(n-¢)dA arise. Since dA
represents a scalar, we may write these expressions as ndA-g and xx(ndA-g).
We developed expressions for ndA=dA along each of the six element faces in
appendix A. We still need, however, an expression for the stress tensor.
B.2 Incompressible Stress Tensor

In Cartesian co-ordinates the diagonal components of the incompressible

flow stress tensor equal

Y NP 1

and Oz =—D+ 2;1%%, (B.2.1)
while the off diagonal terms equal
Oxy = Oyx = [A(W '31-: , (B.2.2)
Oxz = Ozx = ”(T + 3— , (B.2.3)
and Oye = ouy = WOY + H?). (B.2.4)

B.3 Surface Force
As indicated in §B.1, the force over a surface JQ due to the fluid stresses

equals
F= ﬂ;n t(n)dA = fm n-odA. (B.3.1)
The components of the force in the global (x,y,z) system equal
Fy = f '[; Q(annx + oyxDy + 0zxDz)dA, (B.3.2)
Fy= fj;ﬂ(axynx + oyyy + ogyn,)dA, (B.3.3)
and F,= f fa Q(axznx + Oyzly + Ozn5)dA. (B.3.4)

Since nydA, nydA, and n,dA represent the projection of dA onto the planes
perpendicular to the global co-ordinate axes, we may write nydA=ex-dA,

nydA=ey-dA and n,dA=e,-dA. Substituting these expressions into the force
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components gives

Fr= | j; Q(G'xxex + Oyz€y + 0px€)-dA, (B.3.5)
Fy= f j; Q(nyex + oyyey + Oyyes)-dA, (B.3.6)
and - Fp= ffm(auex + Oyzey + 0z:€:)-dA. (B.3.7)
The forces along side one, where dAl=— (xsex+ysey+z3e;)drds, equal
Fyl=— f j; Q(laxxxg + Oyxys + 0zxz3)drds. (B.3.8)
Fyl=— f _/; Q(10,:,,::3 + oyy¥3 + Ozyz3)drds, (B.3.9)
and Fit=- j; 9(10sz3 + 0y:¥3 + Ozaz3)drds. (B.3.10)

On the local level, the surface of integration reduces to a square with sides
ranging between +1. Using the spectral collocation approximation allows an
expression for the force Fy! as
Fore= -3 f! f omxs + oyxys +
02x23)%519i(r) ¥j(s)drds, (B.3.11)
where the expression (...)§j; indicates that the terms within the parentheses

depend on the local node jj; of element e. Iategrating over the element surface

gives

Fx!® = % (uaXs + oyays + 02x23) 3 1WiWj. (B.3.12)
In a similar manner, the y and z components appear as

Fyte= -Zilj (0xyX3 + Oyyys + 02y23)§jiWi¥; (B-3.13)
and F,tt= —Eij (7xzX3 + Oy2¥3 + 02223)31WiW;. (B.3.14)

The forces on faces two through six equal
Fyl® = Ii}k (oxxX2 + Oyx¥2 + 0zx22)5jtkWiWk,
Fy2¢ = Eik (oxyx2 + Oyyy2 + OzyZ2)§jtkWiWy,

and F,2% = !ilk (0xzX2 + Oyz¥2 + 02222)5j1kWiWk, (B.3.15)
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on face two, where dA=(xzex+yzey+2z2€,)drdt;

Fe¥ = §j (0xxx3 + Oyx¥3 + 02x23)5ikeWiwj,

Fy3¢ = fi:j (oxyX3s + Oyyys + Ozy23)5ixWiw;,
and F,¥* = % (0x2X3 + Oya¥3 + 02223)5jKLWiW;, (B.3.16)
on face three, where dA=(xjex+ysey+zse;)drds;

Fxt® = %‘ (OxxX2 + TyxY2 + Ozx22)$xWiWK,

Fyte = }i)k (OxyX2 + Oyy¥2 + Ozy22)§Wiwx,
and F,4¢ = Iiik (o0xzX2 + Oyz¥2 + 02222)51xWiWk, (B.3.17)
on face four, where dA= — (xsex+yrey+2.€;)drdt;

Fe5® = ?k (oxxX1 + Oyx¥1 + 02x21)§jxWjWx,

Fy% = ?k (oxyX1 + oyy¥1 + 0zy21)§jxwiwy,
and o= 3 (0xaX1 + Oy2¥1 + 02221)§juwWiW, (B.3.18)
on face five, where dA= — (xex+yey+zie;)dsdt; and

Fyt® = ?k (oxxxt + Oyx¥1 + 0zxZ1)5tjkW;Wy,

Fyt€ = ?k (oxyXx1 + OyyY1 + Ozy21)$1jxWiWi,
and Fjt¢ = 3‘.3k (oxeX1 + OyzY1 + 02521)§tjxWiwk, (B.3.19)
on face six, where dA=(xex+yey+z:e;)dsdt. Note that when any of the
subscripts ijk equals 1, we refer to the node at the face corresponding to rst
equal to —1, and when any of the ijk equals it, jt, or kt, we refer to the
node at the face corresponding to rst equal to 1. Also, the basis functions
integrated over the local co~ordinate domain, w;= f iwi(r)dr, w;s f :‘l/)j(S)dS,
and wy= jt izpi(t)dt, differ when the number of nodes in the r,s, or t
directions differ; consequently, we must remember that w; refers to the r-
direction, w; refers to the s-direction, and wy refers to the t-direction.

B.4 Surface Moment
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The moment along a surface due to the fluid stresses appears as
M= x<n-gdA, (B.4.1)
e

wk 2re the moment "arm"” equals x=xxer+xyey+Xx-Lz. Substitutinginto (B.4.1)
and performing the cross product yields the moment components in the global co-

ordinates as (B.4.2)

My = f j;Q{Xy(sznx + Oyzly + Ozalz) ~ Xz(Oxyhx + Oyyhy + Ozynz)]dA,
My = f _/:9 n[Xz(Uxxnx + Oyxly + Ozxliz) ~ Xx(Ox2By + dysMy + 02205)JdA,
M. = fj;Q[Xx(a'xynx + Oyyly + OzyDz) ~ Xy(0xxBx + Oyxly + 0zxnz)]dA.
Using the same notation as in the surface force calculation gives
&
M, = fj‘;ﬂ[Xy(szex + Oys€y + 022€1) — Xz(Oxyex + Oyyey + Ozyez))-dA,
My = f _/; Q[xz(oxxex + ryxey + 0338.) — Xx(0xs€x + Oy€y + 050€,)]-dA,

M, = ffmlxx( Oxyex + Oyyey + 0zyes) — Xy(0xxex + Oys€y + 02a8,)]-dA.
(B.4.3)

For example, the x-component evaluated along side one, where
dA=—[xzex+ysey+z3e,)drds, equals
Myt® = — f : f i[Xy(szxa + Oyay3 + 02223) — Xo(TxyXs + Oyy¥s + 0zy23)]°drds.
Introducing the spectral expansion functions gives
M= 5 [} [x(oxexs + oyays (B.4.4)
+ 02223) — X2(OxyX3 + Oyy¥s + OayZ3)]§51¥:(r)¥j(s)drds.
After integration we obtain
M;t*= —}i:j [xy(oxeXa + Oy2ys + 02a23)
- Xz(OxyX3 + Oyy¥3 + 02y23))51Wiw;. (B.4.5)

In a similar manner, the y and z components appear as
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Myt = —zij [x{ oxxX3 + Oyx¥3 + 0zx23) — Xx(OxeXs + Oyays + 02223)]5j1Wiw;,
M.t = =5, [Xx(0xy%s + 0333 + uy23) = Xy(0xsXs + Oyays + o) 3.
The moments along faces two through six equal
M;2® = Eik [xy(0xsx2 + Oyzy2 + 02222) — Xo{ OxyX2 + Tyy¥2 + Ozyz2)|§jetxWiWi,
Myt =% [xe(0xxX2 + Oyx¥2 + Ozx2) — Xx(0xsX2 + OyaF2 + TusZa)fjua¥iWi,
M= % [Xx(oxyXz + Oyyyz + Ozy22) — Xy(0xxX2 + OyxF2 + Oux2a)]§juxWiWi,
along face two, where dA=(xex+y2ey+20€,)drdt; (B-4.6)
M,3¢ = Eij [xy(oxzX3 + Oyy3 + OzaZ3) — X2(OxyXs + Oyy¥s + 0zy23))§jWiw;,
M3 = % [x2(0exXs + Oyx¥s + ux?s) — Xx(0x2X3 + Oya¥s + 02z23)]Siewiwi,
My = . [Xx(oxyxs + oyyys + 0ayzs) = Xylouxks + oyays + 02323) |Gkt W W,
along face three, where dA=(x3ex+ysey+z3€;)drds; (B.4.7)
Mt = —>i3k [xy(0x2X2 + Oyzy2 + Oua22) — Xz(OxyX2 + Oyy¥2 + OryZa)|inWiwy,
My4e = _}i;k [x2(0xaX2 + OyxY¥2 + O2x22) — Xx{OxsX2 + OyaY2 + 02222)|$uWiW,
M, € = _;i;k [xx(oxyX2 + Oyy¥2 + OzyZ2) — Xy(TxxX2 + Oyxy2 + 02x22)|§ kWi,
along face four, where dA= — (xsex+ysey+z-e;)drdt; (B.4.8)
Mx5* = =3, [Xy(owxi + oyays + Ouizt) = XelOxyX1 + Oyy¥1 + Cey) a9 Wi,
M5 = ---3.3k [xz(oxxX1 + Oyx¥1 + ux21) — Xx(Ox2X1 + Oyp2y1 + 02221)] §jkWjWi,
Me3* = =3, [xa(oxyX1 + Oyy¥1 + 0zy1) = Xy{Owcs + Oyay 1+ Guxilfiiwivi,
along face five, where dA= — (xex+yey+2:€;)dsdt; (B4.9)
M8 = ?k [Xy(oxsX1 + Oyay1 + Ozaz1) = X OxyX1 + Oyy¥1 + Ozy2e)] i Wi,
My®® = )j:k [X2(0xxX1 + Oyx¥1 + Ozxz1) = Xx(0xaX1 + OyaY1 + Tza2e)]5ijkWi Wi,
M8 = ?k [xx(0xyX1 + Oyy¥1 + Ozy21) = Xy(OxxX1 + Oyx¥1 + TzxZi)]T2jkWiWi,

along face six, where dA=(xex+yey+2zez)dsdt. (B.4.10)
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APPENDIX C
IMPERMEABLE WALL BOUNDARY CONDITIONS
3.1 Physical Basis
Along an impermeable wall the normal fluid velocity must equal the normal
component of the wall velocity, while the tangential velocity may vary. We
express this as
n-V = n+Vygall. (€.1.1)
Another condition on impermeable wall boundaries requires zero tangential
stress, or, equivalently, that the stress points normal to the surface. In other
words, the cross product of the surface unit normal and the local stress vector
equals zero. Thus, an impermeable wall, unlike a solid wall, cannot support a
tangential stress. In symbolic form this boundary condition equals
nx(g-n) = 0, (C.1.2)
where m represents the surface outward unit normal vector, and g represents
the total stress temsor consisting of the sum of the isotropic and deviatoric terms.
We must prove that the combination of these two boundary conditions equals the
single condition given by
(n-V)V=0. (C.2.1)
The derivation of this relation follows.
C.2 Mathematical Derivation
Begin Uy expressing the unit normal as
D = Nyey - Dy€y + D€, (C.2.2)
and the velocity as
V = Uey + Vey + We,. (C.2.3)

The inner product n-V gives
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n-V = Uny + Vny + Wn,. (C.2.4)
Setting this equal to the normal velocity of the boundary gives
Uny + Voy + Wn, = n-Vyan. (C.2.5)
The stress vector on a surface with normal, mn, equals t(n) which appears as
tn)=gn= (C.2.6)
(0xxDx + OyxDy + 0zxR;)ex +
(oxyRx + oyyhy + ozynz)ey +
(oxax + OysBy + Ozlz)e,
according to appendix B. The cross product of this relation with the unit normal
equals
nxt{(n) = nxg-n = (C2.7)
[ny(oxznx + Oyzhy + 0z20;) - nz(0xynz + OyyDy + Ozymz)lex +
{nz(0xxNx + OyxDy + Ozxlz) — Dx{0xz0x + Oyzly + OzoMz)jey +
[nx(oxynx + Oyyhy + Ozyn;) — ny(0xzhx + Oyxby + Opxns)les.
Using (B.2.1) through (B.2.4) for the stress components gives the following

relations for the three components of the above expression:

(nxg-n)x = umany(Fo+oe) + imyny(Po+ TT) + umany(252 —p) -
ﬁmxnz(g";l"*'g%)[;‘ ;mynz(Zgl;- ; [1])) -‘-?-V ;mznz(%%), - (C.2.8)
(nxg-n)y = wxnz(23;c'“p) + ;myn,,(a}—o--a-f) + ‘mznz(.a.i_-}-a_z_) -
unxnx(%g-*-?g—) - mynx(%%v;) - mm:@% -Pp), (C.2.9)

(nxg-n): = jmanx( G-+ 70) + myna(23Y — p) + wmons(Port T7) -

unxﬂy@%% -p) - lmyny(g%*g%) - Imzny(g'vz—**g%l)- (C.2.10)

The pressure terms cancel in each of these expressions giving

) A\ \"
(nxg-m)x = l‘nx“y(glz]‘ + g*;(‘) + #nyny(%!;‘ + g’z‘) + unzﬂy@% - 2%) -
!mxBZ(‘g;l + g},{‘) - lmznz(g}if' + g’?‘)) (C.211)
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W

(nxg-n)y = unxnz(2§¥ -2z + imy“t(‘gg + %) + mznz(gy,; + gg‘) -
Imxnx(‘g'lzl + gva) - ﬁmynx(g—‘;v' + ‘g'\zl): (C.2.12)

(neg-n)e = pmens(GT + T0) + sy - %%)&mznx(%“’; +5-
myny(GY + 39 ~ maa Gr + T (C:213)

After further rearrangement we obtain

(heg-)x = —mu(usgy + By + nagy) + imylasgy + nF + 208

+ e + ny% + 2,0) (2, W — n,V), (C.2.14)
SRR 0 - S O
+ulr o+ n,% + 25)(0,U — W), (C.2.15)
U av. oW U, V. GW
(nxg-n). = ~my(negs + g + Bogr) + mux(nagy + gy + ngg)
+ w4 ny‘% + 2,5)(0<V — 2,U). (C.2.16)

The partial derivatives of the unit normal vector with respect to the spatial co-
ordinates differ from zero on a curved surface. Hence, we cannot interchange the
derivative operator in the first two terms of each expression with tke components
of the normal vector (e.g., nx-gg—i-nyg-vﬁnzé-w—;- # %—(nxU + nyV + n,W)).
However, the derivative may move outside the components of the normal vector
if we only consider surfaces with zero curvature. When we restrict ourselves to

this case, the above relations may appear as

(nxg-m)xy = —ﬁ.n 4 0,U + nyV + 0, W) + ;mygi{nxU + nyV + n,W)

+ ,u(nx% + nygi + nzgz)(nyw —nzV), (C.2.17)
(nxg-m)y = —.unrg;(nxU + nyV 4 n,W) + mtg’—[{nxU + nyV + n,W)

+ e + nyg? + 0,9)(0,U — W), (C.2.18)
(nxg-nj), = —-;m,%—((n,U + nyV + n,W) + ;mfgi(nxU + nyV + n,W)

+ y(n,-gi- + ny% + nzgi)(n,:v -1,U). (C.2.19)

Introducing n-V=n,U+n,V+n,W and n~V=nxg;+nr%+nzg; into these
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expressions yields

(nxg-n)x = ;L(ny-g;—nzg?)n-v + m-V(nyW-n,V), (C.2.20)
(nxg-n)y = —pard—0 )0V + m-V(n,Un;W),  (C2.21)
(nxg-n), = -p(ny-‘?&—nx%)n-v + pn-V(ngV-n,U). (C.2.22)

After introducing the cross product, the three components of (nxg-n) reduce to

a single vector expression given by

(nxg-n) = pf(axV)n-V + (n-9)nxV]. (C.2.23)
This equation also appears as
(pxg-n) = imx[V(n-V) + (n-9)V]. (C.2.24)

Introducing n-V=n-Vga1 gives

(nxg-n) = pmx|[V(n- Vyany) + (0-V)V]. (C.2.25)
For a general curved boundary moving with velocity Vyan, the quantity
V(n:Vyan), does not equal zero. However, since we are limiting our
consideration to flat boundaries, this term does equal zero. In this case the

boundary condition reduces to

(nxg-n) = pnx{(n-V)V]. (C.2.26)
Since the original boundary condition, nxg-m, equals zero, we require
pnx[(n-V)V] = y(n-V)(nxV) = 0. (C.2.27)

This equation is satisfied when the unit normal lies parallel to the velocity vector
giving mxV=0. This seems like a most unusuﬂ condition and we assume that it
does not hold for most boundaries. The other possibility requires

(n-V)V =0, (C.2.28)
and represents the desired form of the boundary conditions given in §C.1. This
proves that the two impermeable wall boundary conditions reduce to

homogeneous natural conditions when we enforce (1) zero surface curvature to
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ensure V(n-Vga)1)=0, and (2) a surface with unit normal not parallel to the

local velocity.
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